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Abstract

Our society today is overloaded with information and opinions. While they are
important resources for decision-making for the general public and policy makers
in organizations, the staggering amount of them is making people more passive and
dependent on information delivered by technologies. This issues an urgent call for
technologies that support human decision-making in a truthful way. Truthful language
technologies need the ability to reason and use knowledge, beyond memorizing
patterns in data and relying on irrelevant statistics and biases. To achieve this goal,
our field needs a better understanding of how humans reason and how to incorporate
human-like reasoning and knowledge into computational models.

In response to this need, this thesis studies one of the most common communi-
cation modes that is full of reasoning: argumentation. The first goal is to provide
computational models for analyzing argumentation quantitatively and shedding light
on human reasoning reflected in language. The second goal is to incorporate the
findings from our study and argumentation theory into computational models via
proper knowledge to improve their predictive power and fidelity. By doing so, this
thesis argues that integrating reasoning and knowledge, along with argumentation
theory, into computational models improves their explanatory and predictive power
for argumentative phenomena.

This thesis begins with a study of individual statements in argumentation, in
terms of asserted propositions, propositional types, and their effects. We build a
model that identifies argumentatively meaningful text spans in text and recovers
asserted propositions. Next, we present a methodology for identifying various surface
types of propositions (e.g., statistics and comparison) that underlie dialogues and
analyzing their associations with different argumentation outcomes (e.g., persuasion).
Applying the model on four argumentative corpora, we find 24 generic surface types
of propositions in argumentation and their associations with successful editing in
Wikipedia, moderation in political debates, persuasion, and formation of pro- and
counter-arguments.

We take a step further and study argumentative relations between statements (sup-
port, attack, and neutral) by drawing upon argumentation schemes. We first address
the challenging problem of annotation in application of argumentation schemes to
computational linguistics. We develop a human-machine hybrid annotation protocol
to improve the speed and robustness of annotation. By applying it to annotating
four main types of statements in argumentation schemes, we demonstrate the natural



affinity between the statement types to form arguments and argumentation schemes.
Next, we hypothesize four logical mechanisms in argumentative relations informed
by argumentation theory: factual consistency, sentiment coherence, causal relation,
and normative relation. Not only do they explain argumentative relations effectively,
but incorporating them into a supervised classifier through representation learning
further improves the predictive power by exploiting intuitive correlations between
argumentative relations and logical relations.

Lastly, we take a closer look at counter-argumentation and study counterargument
generation. We first present two computational models to detect attackable sentences
in arguments via persuasion outcomes as guidance. Modeling sentence attackability
improves prediction of persuasion outcomes. Further, they reveal interesting and
counterintuitive characteristics of attackable sentences. Next, given statements to
attack, we build a system to retrieve counterevidence from various sources on the Web.
At the core of this system is a natural language inference (NLI) model that classifies
whether a candidate sentence is valid counterevidence to the given statement. To
overcome the lack of reasoning abilities in most NLI models, we present a knowledge-
enhanced NLI model that targets causality- and example-based inference. This NLI
model improves performance in NLI tasks, especially for instances that require the
targeted inference, as well as the overall retrieval system. We conclude by making a
connection of this system with the argumentative relation classifier and attackability
detection.

The contributions of the thesis include the following:
• This thesis contributes computational tools and findings to the growing literature

of argumentation theory on quantitative understanding of argumentation.
• This thesis provides insights into human reasoning and incorporates them into

computational models. For instance, logical mechanisms are incorporated into
an argumentative relation classifier, and two types of inference are incorporated
into counterevidence retrieval through relevant knowledge graphs.

• This thesis draws largely on and borrows frameworks from argumentation
theory, thereby bridging argumentation theory, language technologies, and
computational linguistics.
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Chapter 1

Introduction

Our society today is overloaded with information and opinions. They spread through online
social media and news platforms quickly, and people are constantly exposed to them. While
they are important resources for decision-making for the general public and policy makers in
organizations, the staggering amount of information is making people more passive and dependent
on information delivered by technologies. For instance, when one watches a video on YouTube,
the technology suggests what to watch next (Figure 1.1). When one searches for information on
Google, the technology displays up front the document that it believes is the most relevant. When
one enters the news portal of Microsoft Bing, the technology delivers news articles that it believes
may be of interest to the user. In the circumstance where information consumers are gradually
losing control in the flood of information, how can they be protected from delivered information
that is potentially ungrounded or partial (Noble, 2018)?

A key is reasoning—justifying a belief using logic and existing information (Kompridis, 2000).
The practice of reasoning has been emphasized throughout human history, from ancient Greek
philosophers to the Critical Thinking Movement in education (Schwarz and Baker, 2016). How-
ever, the importance of reasoning applies not only to humans but also to language technologies.
The overabundance of information has made it a norm that machine learning models become
more complex and trained on larger data. Despite the great achievements of such models in

Figure 1.1: Examples of information delivery by technologies. (Left: YouTube, middle: Google,
right: Microsoft Bing)
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many NLP fields, naive models have shown problematic behaviors, such as relying on spurious
statistics and biases in data when making important decisions (Vig et al., 2020; Tan and Celis,
2019; Utama et al., 2020). Due to the impact technologies have on what information people
consume and base their decisions on, there is an urgent call for technologies that support human
decision-making in truthful ways. For this, language technologies need the ability to reason and
use knowledge, beyond memorizing patterns in data. To achieve this goal, our field needs a better
understanding of, first, how humans reason and, second, how to incorporate human-like reasoning
and knowledge into computational models to process information.

In response to the need, this thesis studies one of the most common communication modes in
daily life that is full of reasoning: argumentation. Simply put, argumentation is the process of
drawing a conclusion through reasoning and information. Argumentation is pervasive. People
share and discuss opinions over diverse issues with many goals, such as persuading other people,
learning different perspectives, and accomplishing a collaborative task. The computational study
of argumentation has recently garnered a lot of popularity in the subfield of NLP computational
argumentation or argument mining. For instance, the annual Workshop on Argument Mining
has been held for eight years, and major NLP conferences have dedicated sessions for argument
mining (usually coupled with sentiment analysis) for the past three years. Research in this field has
addressed various problems, such as text segmentation for elementary argument units, classifying
argumentative relations between statements, and generating pro- and counter-arguments. More
practically, IBM has developed an AI system called Project Debater that debates with people on
different topics (Slonim et al., 2021; Reed, 2021). Despite drastic advances in this field, most
approaches still focus on data annotation and model training without a deep consideration of how
humans reason and how to incorporate reasoning and knowledge into models. Such models have
shown to rely overly on superficial cues (Niven and Kao, 2019; Allaway and McKeown, 2020;
Opitz and Frank, 2019) and have the potential risk of segregating unpopular opinions in training
data.

The goal of this thesis is to overcome this limitation by enlarging our understanding of human
reasoning reflected in argumentative text and developing effective methods for integrating this in-
sight into computational models. In doing so, this thesis actively draws upon argumentation theory
to borrow useful frameworks from the long-standing field. Ultimately, this thesis aims to argue
that integrating reasoning and knowledge, along with argumentation theory, into computational
models improves their explanatory and predictive power for argumentative phenomena.

To motivate the problems addressed in this thesis more concretely, we use a snapshot of
argumentation between two online users on the recent impeachment of Donald Trump, as shown
in Figure 1.2. Arguer1 (top) argues that Republicans should convict Trump and ban him from
running for office in the future, and Arguer2 (bottom) responds to this argument with the goal of
changing Arguer1’s viewpoint. For now, we keep our description rather informal for illustration
purposes. More formal and technical terms and concepts will be introduced in the next section.

To understand this argumentation and how the arguers reason, we first need a proper under-
standing of individual sentences. The sentences in this argumentation seem to contribute to the
development of the argumentation by putting forward assertions. But are all these sentences
equally relevant and meaningful argumentatively? How about a formal debate where a lot of
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CMV: The best strategy forward for Republicans would have been to convict Trump and ban him from 
running for office in the future. 
1Right now Trump holds the balls of the Republican Party. 2He's got 30% of the base locked up and he can push them in any 
direction he wants, including a 2024 Presidential Bid. 3That would absolutely be the worst case scenario for Republicans. 
4And even if he doesn't end up running in 2024, you can guarantee he will dangle that 2024 run out there just to get 
leverage on Republican leadership. 
5That all goes away if just ten Republican senators voted to convict and then ban him from running for future office. 6All of 
the headaches, the hand-wringing, the groveling, the bowing down to Trump, all of it goes away if he has zero political 
leverage. 7If he has no chance at ever becoming President again his supporters will dry up and Trump will focus on other 
ventures, just like he does every time a business venture of his fails. 
8No one in Republican leadership wants Trump to run in 2024. 9Everyone is deathly afraid that he is going to fracture the 
party. 10So why didn't they convict him? 11If he was convicted, what leverage would he have to fracture the party? 12I posit 
that his political position becomes extremely tenuous if that were to have happened. 13Whereas since he was acquitted it 
will only embolden him more to hold on to as much of the party's base as possible. 
14One counterpoint that I foresee coming up is that if Trump was convicted and barred from future office that his core base 
(about 30% of the party) would become disenfranchised with Republicans and stay home. 15My argument against that is 
voter's memories are short so they should not presume to lose those votes if Trump is no longer on the table.

He's got 30% of the base locked up and he can push them in any direction he wants, including a 2024 Presidential Bid. 
16where did you get that number? 17Trump's popularity in the Republican party continues to be around 80%. 18That's 
massive. 19It's a supermajority, not a minority, which 30% would be. 2081% of Republican respondents give him positive 
marks. 21Trump was at 77% approval among Republicans on Jan. 7 and 74% on Jan. 25. 
22Even after the insurrection 59% of Republican voters said they want Trump to play a major role in their party going 
forward. 23Him not being able to run will not change that. 

One counterpoint that I foresee coming up is that if Trump was convicted and barred from future office that his core 
base (about 30% of the party) would become disenfranchised with Republicans and stay home. 

24Again, where is this 30% number from? 25The number of Republicans who back Trump is far more than 30%. 
26And yes, Republicans would absolutely lose votes if they turned on Trump. 27He would make sure of it. 
28He's already having his people start to run for office. 29Imagine how many of his stooges would run if the Republican 
party was seen as "betraying" Trump. 30Don't forget that he's one of the most popular figures within the Republican 
party ever. 

My argument against that is voter's memories are short so they should not presume to lose those votes if Trump is no 
longer on the table. 

31You underestimate the anger and passion that Trump can inspire. 32The primaries are in less than 2 years. 33People won't 
forget.

Figure 1.2: Example argumentation from ChangeMyView. Each sentence is prepended with a
sentence number.

utterances are used for moderation and structure rather than for contributing to the content of
argument itself? Further, sentence 9 uses a rhetorical question and sentences 28–29 use impera-
tives, both of which do not assert any content in their grammatical form. What are the pragmatic,
hidden assertions they are making? And more generally, how can we decompose an argument into
argumentatively relevant building blocks and recover the meaning of each? These are fundamental
questions, since most computational models assume and are built on some kind of basic units
of arguments, but usually in a simplistic way of text segmentation. And the adequacy of these
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units and their meaning is crucial for proper assessment of the argument and the transparency of
computational models. We will cover these topics in Part I Chapter 2.

We also observe that the two arguments use various types of sentences that may have different
rhetorical functions and effects. For instance, sentences 2, 20, and 21 use specific numbers and
statistics, and sentences 5–7 make predictions about hypothetical circumstances. Sentences 9
and 31 express emotion, and sentences 16 and 31 directly address the other arguer. A naturally
occurring question is: how do these different types of sentences affect the outcome of argumen-
tation? What types are positively correlated with successful decision making or persuasion?
And even before that, what types are commonly used in argumentation at all and how can we
automatically identify those types in an empirical and data-driven way? Quantitative investigation
of these questions will shed light on rhetorical devices in human reasoning. We will address these
questions in Part I Chapters 3–4.

Next, we shift our focus from individual sentences to the interaction between sentences. Sen-
tences in the example argumentation interact with one another to build the support or attack
relations. For example, sentence 10 is supported by sentences 8–9, and sentence 29 is by sentence
30. On the other hand, sentence 14 is attacked by sentence 15, and sentences 17 and 31 attack
Arguer1’s points quoted from the original argument. Identifying the argumentative relations
among sentences is key to understanding and assessing the argumentation. It is also a core part
in many NLP tasks, such as Q&A and fact verification. And especially in the era of information
overload, this technology is important to verify whether a piece of information is supported or
attacked by evidence. How do humans usually reason about the argumentative relations? And
how can we incorporate the same reasoning into a computational model? We address these
questions in Part II Chapters 5–6, by deeply drawing upon the mechanisms of logical reasoning
and argumentation theory.

Lastly, we take a closer look at how one refutes an argument, which may inform how to build a
debating machine or feedback generator. In the example argumentation, Arguer2 refutes Arguer1’s
argument by first choosing specific points to attack and then by presenting counterevidence to
each point. Assuming we want to build an automated feedback system, e.g., for legal reasoning or
essay scoring, can we automatically detect “attackble” points in an argument? Once we identify
specific points to attack, how do we find counterevidence to each point? Although counterevidence
could be simple factual contradiction as in sentence 17, counterevidence often requires complex
reasoning as in sentences 31–32. In Part III Chapter 7–8, we will discuss how to find attackable
points in an argument and counterevidence to each point from different sources of documents, by
focusing on example- and causality-based inference and incorporating relevant knowledge graphs.

In the remainder of this chapter, we introduce theoretical background and formal terminology
this thesis draws upon. And then we present the structure of this thesis and emphasize main
contributions.
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Illocutionary Acts 

(Searle, 1969)

Number
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Quotes

Feeling Thanks

Disagreement Argument Evaluation

Assertives Commissives Expressives Declaratives Directives

Pro-/Counter-Argue Agree/Disagree Elaborate Challenge

Figure 1.3: Concept hierarchy of speech acts. An upper-level concept consists of lower-level
concepts. Small boxes are example elements of the concepts that are relevant to argumentation.
The elements covered in this thesis are highlighted in yellow.

1.1 Theoretical Background
This thesis draws largely upon the terminology and view of argumentation in informal logic.
This section begins with the definition and structure of argument from the pragma-dialectics
perspective (van Eemeren and Grootendorst, 1984). Next, it discusses the modern view of how
argumentative relations (the relations between statements within an argument) are defined and
assessed on the basis of argumentation schemes (Walton et al., 2008).

1.1.1 Definition and Structure of Argument
An argument is defined as a claim-reason complex (Hitchcock, 2007), consisting of (i) an act of
concluding, (ii) one or more acts of premising that assert propositions in favor of the conclusion,
(iii) and a stated or implicit inference word that indicates that the conclusion follows from the
premises. A simple example is as follows1:

Conclusion: “All humans should be vegan.”
Inference word: (“Because”)
Premise 1: “The meat production industry is unethical.”
Premise 2: “A vegan diet can avoid meat production.”

Hence, an argument consists of multiple statements. A statement is called conclusion or claim
if it is supported by other statements, and the supporting statements are called premises. The
claim-hood and premise-hood are not intrinsic features of a statement; they are rather determined
by the relationships between statements. We also distinguish arguments from argumentation.
Argumentation is the act of making arguments, whereas an argument is a set of actual statements.

In the pragma-dialectics theory (van Eemeren and Grootendorst, 1984), argumentation is
viewed as an illocutionary act. In the above example, putting forward premise 1 and premise 2

1Adapted from https://www.kialo.com/all-humans-should-be-vegan-2762
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is the illocutionary act of supporting the conclusion. The theory further distinguishes between
pro-argumentation and counter-argumentation. Pro-argumentation is to put forward premises
to support the conclusion, whereas counter-argumentation is to utter premises to defeat the
conclusion. For instance, putting forward

Premise 3: “A vegan diet lacks specific essential nutrients.”

can be seen as the illocutionary of counter-argumentation toward the conclusion above.

Viewing argumentation as an illocutionary act, however, gives rise to a need for resolving some
conflicts with the illocutionary acts as defined in the speech act theory (Searle, 1969). One of
the main differences is that an instance of argumentation may involve multiple sentences (e.g.,
premises 1–2) and thus multiple instances of more basic illocutionary acts from the speech act
theory (e.g., multiple assertives). Hence, the pragma-dialectics theory introduces the important
concept of compound illocutionary act, which may consist of multiple instances of elementary
illocutionary acts defined in the speech act theory. Pro- and counter-argumentation are compound
illocutionary acts and placed at a higher level than elementary illocutionary acts. This distinction
is illustrated as the top two levels of the concept hierarchy in Figure 1.3.

We next focus on the elementary illocutionary act. According to the speech act theory, per-
forming an illocutionary act is often accompanied by a propositional act. A proposition is the
actual meaning of the content in the utterance and, in the speech act theory, consists of an object
to be described and a description of it that has a truth value. Propositions are distinguished from
illocutionary acts, and the same proposition may be used for different illocutionary acts. For
example, the proposition “X means Y”, which is common in argumentation, can be used with
different elementary illocutionary acts, as in:

Assertives: “X means Y” (as a factual statement)
Declaritives: “We define X as Y from now on”
Commissives: “What do you mean by X?”

This distinction between elementary illocutionary acts and propositions is illustrated as the bottom
two levels of our concept hierarchy (Figure 1.3). Pragma-dialectics maintains that argumentation
is an act of putting forward asserted propositions.

While different types of compound illocutionary acts and elementary illocutionary acts have
been identified and studied relatively well by pragma-dialectics and the speech act theory, less
has been established about the types of propositions that play main roles in argumentation. We
take a close look at a methodology for identifying various surface types of propositions and
understanding their roles in Part I.

1.1.2 Definition and Assessment of Argumentative Relations
Going back to Hitchcock’s definition and the pragma-dialectic view, an argument consists of
asserted propositions. Asserted propositions interact with one another to form pro- or counter-
arguments. To define and assess these argumentative relations, we take the view of informal logic.
Unlike formal logic, which uses deductive reasoning based on formal language (e.g., logical
expressions), informal logic has been developed with a focus on analysis and assessment of
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everyday argument. Arguments in our daily lives are often defeasible rather than deductive. A
classical example is as follows:

Conclusion: “Tweety can fly.”
Premise 1: “Tweety is a bird.”
Premise 2: “Birds generally fly.”

This argument can be considered reasonable and acceptable. However, if we have the additional
information that Tweety is the name of a penguin, the premises no longer make the argument
sound. That is, the argument is defeasible and subject to defaults and exceptions. This is the nature
of arguments we handle in this thesis. We do not assume that argumentative relations (support,
attack, and neutral) are logically deductive. Instead, we rely on potentially subjective human
intuitions and assume that the argumentative relation between asserted propositions depends on
how they would generally be accepted by people.

To describe and assess defeasible arguments more systematically, argumentation theory has
developed argumentation schemes (Walton et al., 2008). Argumentation schemes specify rea-
soning patterns that are commonly used in daily arguments and that are generally accepted as
reasonable but subject to defaults depending on exceptions and additional information. Each
scheme is a template that represents a specific type of inferential link between a conclusion and
premise(s). For example, the scheme argument from consequences has the following form:

Conclusion: “We should do X.”
Premise: “X may lead to a positive consequence Y.”

Another scheme argument from cause-to-effect has the following form:

Conclusion: “Y may occur.”
Premise 1: “X has occurred.”
Premise 2: “Y generally occurs if X occurs.”

More than 80 argumentation schemes have been identified in the literature.

Although it has not been firmly established in argumentation theory, each argumentation scheme
often can accommodate both support and attack relations. For argument from consequences, if we
slightly modify the premise to “X may lead to a negative consequence Y”, then the new statement
and the conclusion still have a very similar form to argument from consequences except that this
statement counters the conclusion. Similarly, if we slightly modify premise 2 in argument from
cause-to-effect to “Y generally does not occur if X occurs”, then this statement and the conclusion
have a similar form to argument from cause-to-effect, but the statement counters the conclusion.
This thesis draws largely upon argumentation schemes and this property in modeling human
reasoning about argumentative relations, argumentative relation classification, and couterevidence
retrieval (Part III Chapter 6 and Part III Chapter 8).
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1.2 Thesis Overview

The goal of this thesis is to develop a theory about how humans reason and how to incorporate
human reasoning and knowledge into computational models in the context of argumentation.
We begin with the basic unit of argument—proposition—and investigate its meaning, types, and
effects in argumentation. We next investigate argumentative relations among the building blocks
of argument in terms of the way humans reason about their relations and methods for incorpo-
rating the reasoning into computational models. Lastly, we zoom in on counter-argumentation
and examine what characteristics make sentences attackable and how to find counterevidence
effectively by integrating certain types of reasoning and related knowledge. For each of the
subjects, we draw insights into human reasoning reflected in argumentative language and build a
suite of computational models informed by these insights.

In Part I, we study individual propositions in terms of their meaning, types, and effects. In
Chapter 2, we present a cascade model that takes an utterance as input and returns asserted
propositions in the utterance. Most argument systems obtain the basic building blocks of an
argument through simple text segmentation, which produces fragmented texts and non-assertions
whose meaning and argumentative contribution are unclear. As a result, it is obscure how their
meaning is interpreted in downstream components, reducing the transparency of the system.
Our cascade model identifies argumentatively meaningful text spans from the input utterance,
reconstructs fragmented text spans, and recover implicitly asserted propositions from reported
speech, questions, and imperatives.

In Chapters 3–4, we present a methodology for identifying different types of propositions
that underlie argumentative dialogue and analyzing the association between these types and
argumentation outcomes. Unlike most prior work in rhetoric, marketing, and communication
sciences, we derive various types of propositions from large argumentation corpora in an empirical
and data-driven way and quantify them for further analyses. To that end, in Chapter 3, we present
and evaluate a model that aims to identify latent types of propositions in a given set of dialogues.
In Chapter 4, we apply this model to four corpora of argumentative dialogue and identify 24
main surface-level types of propositions that are generic in argumentation, such as references,
definitions, and comparisons. We further examine how these types are correlated with various
argumentation outcomes, such as successful decision-making on editing in Wikipedia, moderation
bias in political debates, and effective persuasion in deliberative dialogue.

In Part II, we dive into the argumentative relations between statements, i.e., their support, attack,
and neutral relations. We draw upon argumentation schemes to analyze argumentative relations.
To better understand argumentation schemes, in Chapter 5, we annotate four major types of
statements used in argumentation schemes, namely, normative, prediction, desire, and reported
speech. Annotating argumentation schemes is challenging due to their fuzzy nature, subjective
interpretations, and logical reasoning. Regardless, not many methodological protocols have been
proposed and explored for robust and efficient annotation. We present a human-machine hybrid
protocol, where a machine is trained on a subset of human annotations and serves as an additional
annotator to process easy instances and validate human annotations. We present a desirable
property appearing in argumentation data for this protocol and demonstrate that this protocol
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improves the speed and robustness of the annotation. We also analyze the tendency of certain
statement types to form more natural arguments and argumentation schemes in debates.

In Chapter 6, we examine how humans reason about argumentative relations between statements
and how to incorporate this reasoning into a computational model. We hypothesize four logical
mechanisms that may be used by humans, namely, factual consistency, sentiment coherence,
causal relation, and normative relation. Our operationalization of these mechanisms explains
argumentative relations well without supervised learning, signifying their effectiveness in deter-
mining argumentative relations. We incorporate these mechanisms to a supervised classifier using
representation learning, which further improves prediction performance and shows an intuitive
connection the model makes between argumentative relations and logical relations.

In Part III, we take a closer to at counterarguments and examine counterargument generation.
We see counterargument generation as a three-step process: detect “attackble” points in the
given argument, find counterevidence to each point, and combine this evidence to make a fluent
and coherent argument. This thesis addresses the first two steps. In Chapter 7, we define the
attackability of sentences in arguments in terms of how addressing them affects persuasion
outcomes. We explore two computational methods to detect attackable sentences. One is based on
neural representations of sentences and the other on interpretable hand-crafted features informed
by argumentation theory. This work is the first large-scale analysis of this problem in NLP.

In Chapter 8, we present a system that finds counterevidence to a given statement. It retrieves
relevant documents from different sources, ranks them, selects a set of candidate sentences
of counterevidence, and classifies each sentence as valid or invalid counterevidence. The last
component, the core of this system, uses natural language inference (NLI). However, many NLI
models show a lack of reasoning abilities and fail to capture instances that require complex
inference. We enhance NLI models by focusing on example- and causality-based inference and
incorporating relevant knowledge graphs into NLI models. The knowledge-enhanced NLI models
achieve higher performance in NLI tasks, inference tasks, and the counterevidence retrieval task.

1.3 Contributions

Overall, this thesis advocates for the study of human reasoning and methods for incorporating
reasoning and knowledge into computational models. It showcases analyses of human reasoning
in the particular context of argumentation and tackles important problems in argumentation using
computational approaches informed by reasoning mechanisms and argumentation theory. Specific
contributions made in the thesis include:

• A cascade model for recovering asserted propositions (either explicitly or implicitly) in
argumentative discourse. This recovery is a missing link in our field between segmenting text
into meaningful units of argument and using the units for downstream tasks. The recovered
assertions of these units make an argument system more transparent and accountable for its
decisions.

• A methodology for identifying various types of propositions in argumentative discourse
and analyzing their associations with argumentation outcomes. Applying this methodology
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to four argumentation corpora reveals 24 generic surface-level types of propositions in
argumentation. Four case studies demonstrate these types are highly associated with various
argumentation outcomes, including the success of decision-making for Wikipedia editing,
the success of persuasion, moderation in debates, and the support or attack relations between
propositions.

• A human-machine hybrid annotation protocol for annotating statement types in argumenta-
tion schemes. By training and utilizing a machine annotator, this hybrid protocol expedites
the annotation process and makes the annotation more robust than human-only annotation.
The corpus study based on the resulting annotations reveals the affinity between statement
types to form arguments and argumentation schemes. The study also demonstrates different
argument styles of U.S. presidential candidates in 2016.

• A method for examining important logical mechanisms in argumentative relations and a
representation learning method to incorporate the mechanisms into classifiers. The study
reveals that the factual consistency, sentiment coherence, causal relation, and normative
relation between two statements are effective mechanisms that determine the argumentative
relations between the statements. The mechanisms integrated into a classifier through
the proposed representation learning method further improve the classifier’s prediction
accuracy.

• Methods for detecting attackable sentences in arguments. The study proposes a compu-
tational way of measuring attackability based on persuasion outcomes. The first model
based on neural representations of sentences shows that modeling the attackability of in-
dividual sentences improves the accuracy of predicting persuasion outcomes. The second
model based on hand-crafted features demonstrates that different characteristics of sen-
tences are correlated with their attackability. A large-scale analysis reveals some interesting
characteristics of attackable sentences.

• A counterevidence retrieval system enhanced by a knowledge-integrated NLI model. An
effective method is proposed for incorporating causality- and example-based inference
and relevant knowledge graphs into NLI. It improves performance in general NLI tasks,
especially for instances that require the targeted inference, and counterevidence retrieval.
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Part I

Propositions: Meaning, Types, and Effects

As a starting point of studying argumentation, Part I examines in-
dividual propositions in argument in terms of their meaning, types,
and effects. In Chapter 2, we present a cascade model that recovers
either explicitly or implicitly asserted propositions in argumentative
text. This model identifies text spans that serve as basic argumenta-
tive units, reconstruct fragmented text spans, and recover implicitly
asserted propositions in reported speech, questions, and imperatives.
In Chapters 3–4, we present a methodology for identifying differ-
ent types of propositions that underlie argumentative dialogues and
analyzing the associations between these types and argumentation
outcomes. Specifically, we first present and evaluate a model that
aims to learn latent, surface-level types of propositions in a given set
of dialogues in Chapter 3. And in Chapter 4, we apply this model to
four corpora of argumentative dialogues to identify underlying types
of propositions, and examine how these types are associated with var-
ious argumentation outcomes, such as Wikipedia edits, moderation,
persuasion, and formation of pro-/counter-arguments.
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Chapter 2

Extracting Asserted Propositions

According to the pragma-dialectics theory (van Eemeren and Grootendorst, 1984), argumen-
tation is the compound illocutionary act of putting forward premises to support or attack an
expressed opinion. Furthermore, this act consists of multiple instances of assertives (also called
representatives)—a main type of elementary illocutionary acts stating that something is the case
(Figure 1.3). In other words, argumentation is the process of asserting propositions to support or
attack another asserted proposition. Therefore, the first and foundational step for identifying pro-
arguments and counter-arguments is to extract asserted propositions from dialogue. According to
our data of 2016 U.S. presidential debates and online commentary, roughly 90% of text comprises
propositions that are asserted. Among them, 89% are explicitly asserted and the other 11% are
implicitly asserted (e.g., questions and reported speech).

In most work in NLP, asserted propositions are usually substituted by argumentative discourse
units (ADUs) obtained via segmenting text into smaller grammatical pieces (usually clauses).
This approach may yield text segments that lack semantic information necessary for downstream
tasks. It may also fail to capture propositions that are asserted implicitly. For instance, reported
speech and rhetorical questions play important roles in dialogical argumentation, contributing
propositional contents that are not apparent in their surface forms. However, prior argument
mining research has paid little attention to extracting these implicit propositions, resulting in
missing information necessary for identifying relations between propositions. Text segments
without their intended meaning being recovered also make an argument system less transparent
and accountable for its downstream decisions.

In this chapter, we present a model to tackle this fundamental but understudied problem in
computational argumentation: extracting asserted propositions. Our cascade model aims to extract
complete, asserted propositions by handling anaphora resolution, text segmentation, reported
speech, questions, imperatives, missing subject reconstruction, and revision. We formulate
each task as a computational problem and test various models using a corpus of the 2016 U.S.
presidential debates. We show promising performance for some tasks and discuss main challenges
in extracting asserted propositions.
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2.1 Introduction
Most argument mining models for identifying the argumentative structure (pro- and counter-
arguments) of argumentative text build upon elementary text spans that serve argumentative
functions, such as premise and conclusion. In the pragma-dialectics theory (van Eemeren and
Grootendorst, 2004) and argumentation theory in general (Blackburn, 2016), it is commonly
accepted that these building blocks are asserted propositions, i.e., assertions that are either true
or false. Despite their foundational role, however, extracting asserted propositions from text has
been little studied in computational argumentation. Instead, most models rely on argumentative
discourse units (ADUs)—text spans obtained by surface-level text segmentation, usually at clause
levels (Stede et al., 2016; Al-Khatib et al., 2016). In what follows, we discuss limitations of
ADUs that potentially impinge upon subsequent argument mining processes, and then describe
our approach.

One limitation of ADUs is that they may lack important semantic information, such as the
referents of anaphors and the subject of an incomplete clauses, necessary for subsequent
argument mining steps. For example, for two consecutive text segments “Alice complained to
Bob” and “He is upset”, if we do not know “he” refers to Bob, it would be confusing whether the
first segment supports the second or vice versa. In another example, suppose “Alice was faithful
to Bob, keeping the secret” is split into two ADUs, each associated with the main clause and the
adverbial participle, respectively. While mere text segmentation leaves the subject of the participle
(Alice) missing, tracing and reconstructing the subject makes it clear that the participle supports
the main clause. As illustrated in these examples, anaphora resolution and subject reconstruction
recover semantic information that has potential benefits for argument mining systems.

Moreover, ADUs include locutions that are seemingly not assertives, such as questions and
imperatives used as rhetorical devices, which may seem inconsistent with the theory. In fact,
questions, imperatives, and reported speech in argumentation often assert propositions implicitly.
Therefore, in order to understand certain argumentation and identify pro-/counter-arguments
properly, locutions in argumentation should not be taken literally in their surface forms; instead,
we need to go further and understand what propositions are implicitly asserted and argumentatively
relevant in those locutions. The following example dialogue illustrates how questions, reported
speech, and imperatives assert propositions implicitly in argumentation.

A : “All human should be vegan.” (2.1)
“Look at how unethical the meat production industry is.” (2.2)
“Environmental scientists proved that vegan diets reduce meat production by 73%.” (2.3)

B : “Well, don’t vegan diets lack essential nutrients, though?” (2.4)

In this dialogue, speaker A is supporting conclusion 2.1 using sentences 2.2 and 2.3, whereas
speaker B is attacking the conclusion using sentence 2.4. Sentence 2.2 is an imperative, but in this
argumentation, it is asserting that the meat production industry is unethical. In sentence 2.3, the
primary proposition asserted in support of the conclusion is the content of this reported speech—
“vegan diets reduce meat production by 73%”; the “environmental scientists” is presented as the
source of this content in order to strengthen the main proposition in this sentence. Lastly, sentence
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2.4 is in question form, but it is in fact asserting that vegan diets lack essential nutrients. These
examples suggest that properly understanding arguments requires comprehension of what is meant
by questions, reported speech, and imperatives, that is, what they assert implicitly.

To solve this problem, we present a cascade model that aims to extract propositions from
argumentative dialogue, recovering important semantic information and implicitly asserted propo-
sitions. Our model consists of seven modules, namely, anaphora resolution, locution extraction,
reported speech, question, imperative, subject reconstruction, and revision (Figure 2.2). For each
module, we formulate the task as a computational problem and test various models to solve it.
Our analyses and evaluation are based on the transcripts of the 2016 U.S. presidential debates and
online commentary (Visser et al., 2019).

2.2 Related Work
In computational argumentation, the basic unit of an argument is often called an argumentative
discourse unit (ADU). In this section, we first review how existing studies define and obtain ADUs
from text, and then some theoretical framework to obtain asserted propositions from ADUs.

2.2.1 From Text to ADUs
In most studies, ADUs are obtained via text segmentation. While some studies leave the choice of
the boundary of an ADU to the annotator’s judgment (Stab and Gurevych, 2014), many studies
employ a set of syntactic rules as a basis. For instance, an ADU can be as fine-grained as a phrase
that plays a discrete argumentative function (Stede et al., 2016). In other cases, an ADU may be a
clause (Peldszus and Stede, 2015) or a series of clauses that must include a subject, a verb, and an
object if necessary (Al-Khatib et al., 2016).

Based on annotated ADUs, some studies have proposed methods for automatically segmenting
ADUs using machine learning. This task is commonly formulated as tagging each word in the
text as either the beginning, inside, or outside of an ADU (BIO tagging). The tagging has been
incorporated into an end-to-end argument mining (Eger et al., 2017) or conducted separately on
various domains (Ajjour et al., 2017). Instead of tagging, a retrieval approach has also been used,
where candidate ADUs are generated and the best is retrieved (Persing and Ng, 2016a).

All these approaches to ADU segmentation share most of the concerns mentioned in Section 2.1.
For better-informed argument mining, we need to go further to obtain asserted propositions from
ADUs, and thus a relevant framework will be discussed in the following section.

2.2.2 From ADUs to Asserted Propositions
Following the speech act theory (Austin, 1962; Searle, 1969), the connection between text
segments and propositions can be modeled as illocutionary acts—the application of particular
communicative intentions to propositional contents, e.g., asserting that a proposition is true, or
questioning whether it is true. Focusing on argumentatively relevant speech acts (van Eemeren and
Grootendorst, 1984), Inference Anchoring Theory (IAT) (Reed and Budzynska, 2011) explains
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If I'm our nominee, how is Hillary Clinton gonna lecture me about living paycheck 
to paycheck? I was raised paycheck to paycheck.

RUBIO: If I'm our nominee, how is 
Hillary Clinton gonna lecture me 
about living paycheck to paycheck

RUBIO: I was raised paycheck to 
paycheck

If RUBIO is our nominee, CLINTON 
cannot lecture RUBIO about living 
paycheck to paycheck

RUBIO was raised paycheck to 
paycheck

Assertive 
Questioning

Asserting

Arguing Default TransitionDefault Inference

Figure 2.1: A snippet of the US2016 corpus. The top text is the original utterance. The blue boxes
on the right are locutions, which are also highlighted with green on the utterance. The blue boxes
on the left are propositions anchored in the locutions, via illocutionary acts (yellow boxes).

how propositional contents and the argumentative relations between them are anchored in the
expressed locutions by means of illocutionary connections.

IAT has been applied to annotate argumentative dialogues of various kinds, including the
corpus of 2016 U.S. presidential debates and online commentary (Section 4.2.4). IAT annotation
comprises, amongst other things, segmenting the original text into locutions1, identifying the
illocutionary force instantiated by the locution, and reconstructing its propositional content
asserted; an example snippet is shown in Figure 2.1. Each locution generally conveys one
proposition. Conjuncts conjoined by a conjunction and conditional clauses may be separated if
they each fulfill a discrete argumentative function. In addition, punctuation, discourse indicators,
and epistemic modalities (e.g., “I think”) should be excluded. Anaphoric references are typically
reconstructed, resulting in full grammatical sentences understandable without context.

2.3 Data
We use the US2016 corpus (Visser et al., 2019), which contains transcripts of televized debates for
the 2016 U.S. presidential election and reaction to the debates on Reddit. Specifically, the corpus
includes the first Republican candidates debate for the primaries, the first Democratic candidates
debate for the primaries, and the first general election debate. It also include Reddit discussions
on these debates.

All dialogues have been manually segmented and annotated with locutions, illocutionary
connections, and asserted propositions based on IAT (Reed et al., 2016) (Figure 2.1). The corpus
was annotated by 4 annotators, yielding an overall Cohen’s κ of 0.610 (considered substantial
agreement). The corpus is further annotated with support (inference) or attack (conflict) relations
between propositions (the green box “Default Inference” in Figure 2.1). We downloaded the
annotations from the corpus webpage and separately scraped the original dialogues.

1Analogous to ADUs. We use the terms interchangeably.
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For data preparation, we aligned each locution with the original dialogue; e.g., in Figure 2.1,
the locutions (in the right blue boxes) are aligned with the original utterance (at the top) using
string matching. This allows us to build a model to extract locutions from utterances, and asserted
propositions from locutions. The processed corpus includes 2,672 utterances and 8,008 locutions.

This corpus is ideal for our analysis, since the debates cover a wide range of political issues
and are interactive among the debaters. The debates also accommodate diverse rhetorical devices,
such as questions, reported speech, and imperatives, in both formal (main debates) and informal
(Reddit) debate settings. While most parts of our system are based on this corpus as explained
so far, some parts need additional processing or additional data. They will be described in the
respective sections.

2.4 Propositions in Argumentation
Before we move on to the cascade model, in this section, we consider what kinds of processing
are necessary in order to extract asserted propositions. Specifically, we take a close look into the
following 9 aspects, based mostly on the IAT annotation guidelines2:

• Anaphora resolution
• Extraction of proposition content and its source from reported speech
• Extraction of propositional content from questions
• Extraction of propositional content from imperatives
• Removal of non-propositional expressions, discourse markers, and epistemic modalities
• Qualification/hedges
• Time/location
• When/if-statements
• Segmentation granularity and reconstruction

Anaphora resolution: Most NLP tools (e.g., Stanford CoreNLP, AllenNLP, SpaCy) has the
functionality of anaphora resolution. In order to see if it is enough to apply these tools or
something more should be considered, we ran Stanford CoreNLP on locutions in the US2016 and
compared the results with the annotated propositions. Besides accuracy problems inherent in the
NLP tool, we find five main sources of errors.

First, the NLP tool cannot resolve speakers and hearers:

Original: “In Florida, they called me Jeb”
Anaphora resolved: “In Florida, they called Chris Jeb”
Annotation: “In Florida, they called BUSH Jeb”

Original: “He provided a good middle-class life for us”
Anaphora resolved: “my late father provided a good middle-class life for us”
Annotation: “CLINTON’s late father provided a good middle-class life for his
family”

2https://typo.uni-konstanz.de/add-up/wp-content/uploads/2018/04/IAT-CI-Guidelines.
pdf
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Original: “But I can’t vote for someone ...”
Anaphora resolved: “But Bernie can’t vote for someone ...”
Annotation: “I can’t vote for Bernie Sanders ...”

In the first example, the speaker is Bush but “me” is wrongly replaced with “Chris”. In the second
example, “He” is replaced with “my late father”, where “my” should be further replaced with
“Clinton”. In the third example, the speaker is a Reddit user, but “I” is wrongly replaced with
“Bernie”. These problems may be rectified by rule-based resolution of speakers and hearers, e.g.,
first and second singular pronouns (“I”, “me”, “you”, “your”, etc.) are replaced with speaker or
hearer names.

Second, case/POS tag mismatches happen:

Original: “You are a successful neurosurgeon”
Anaphora resolved: “Dr. Carson are a successful neurosurgeon”
Annotation: “CARSON is a successful neurosurgeon”

Original: “I don’t think he cares too much about war crimes.”
Anaphora resolved: “I don’t think Trump ’s cares too much about war crimes.”
Annotation: “I don’t think TRUMP cares too much about war crimes”

In the first example, “You” is replaced with “Dr. Carson” but “are” remains the same. In the
second example, “he” is replaced with “Trump ’s”, because the NLP tool recognized “Trump ’s”
as the representative mention. These problems may be rectified by the postprocessing of case/POS
tag matching. We could also replace pronouns with only the head word of the reference.

Third, the NLP tool tends to resolve non-pronouns as well:

Original: “We left the state better off”
Anaphora resolved: “We left Florida better off”
Annotation: “We left the state better off”

In this example, “the state” is replaced with “Florida”. This is correct, but the corpus usually does
not resolve non-pronouns, making it difficult to evaluate our model. This conflict may be rectified
by skipping resolution of non-pronouns.

Fourth, the corpus does not resolve pronouns following an antecedent within the same sentence:

Original: “Bernie can’t easily answer whether he is a capitalist”
Anaphora resolved: “Bernie can’t easily answer whether Bernie is a capitalist”
Annotation: “Bernie Sanders can’t easily answer whether he is a capitalist”

In the first example, “he” has not been resolved in the annotation. Similarly, in the second example,
“they” has not. Resolving all pronouns might be better for argumentation structure analysis. But
for evaluation purposes, a quick workaround of this issue would be to apply the same rule to
anaphora resolution, that is, only the first occurring pronoun is resolved in each sentence.

Lastly, generic “you” and “they” are left unresolved in the corpus:

Original: “Rather than trying to fix the broken system, they would rather break
it entirely”
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Anaphora resolved: “Rather than trying to fix the broken system, the Bernie
supporters would rather break it entirely”
Annotation: “Rather than trying to fix the broken system, they would rather
break it entirely”

There seems to be no easy solution to this issue for now.

Reported speech: In argumentation, it is common to quote someone’s speech or beliefs (e.g.,
authority claims). Reported speech consists of speech content that is borrowed from a speech
source external to the speaker. Speech content can be a direct quote of the original utterance or
an indirect, possibly paraphrased utterance. Reported speech is a common rhetorical device in
argumentation and performs various functions, including:

• Appeals to authority by referencing experts or rules (Walton et al., 2008) (e.g., “Environ-
mental scientists proved that vegan diets reduce meat production by 73%.”)

• Sets a stage for dis/agreeing with the position (Janier and Reed, 2017) (e.g., “You say that
you want attention, but, at the same time, you don’t want me to bring attention to you.”)

• Commits straw man fallacies by distorting the original representation or selecting part of
the original utterance (Talisse and Aikin, 2006)

While reported speech as a whole is an assertion, its primary contribution to the argumentation
usually comes from the speech content, as in:

Original text: “Environmental scientists suggest that vegan diets reduce meat
production by 73%.”
Proposition(s): “Vegan diets reduce meat production by 73%.” (Source: envi-
ronmental scientists)

where the speech source “environmental scientists” is used to support the speech content.

Questions: Grammatically, questions are not asserted propositions, because they cannot be
judged true or false. However, in argumentation, questions play important argumentative roles,
e.g., by challenging the listener (Copi et al., 2016) or asking critical questions (Walton et al.,
2008). Questions in argumentation may be categorized into rhetorical questions and pure questions.
Rhetorical questions are not intended to require an answer; instead, they often make an implicit
assertive (as in sentence 2.4). Zhang et al. (2017) identified finer-grained types of rhetorical
questions, such as sharing concerns, agreeing, and conceding. Our system is not aiming to classify
these types, but instead focuses on extracting implicit assertives in rhetorical questions.

Pure questions, on the other hand, are intended to seek information. According to the speech
act theory, non-binary questions have incomplete propositions (Searle, 1969). For instance, the
question “How many people were arrested?” has the proposition “X people were arrested”, with
the questioned part underspecified and denoted by “X”. Although the proposition is semantically
underspecified, subsequent arguments may build on this, making this proposition an important
argumentative component. Hence, our system covers extracting semantically underspecified
propositions from pure questions as well. (See Bhattasali et al. (2015) for computational methods
to distinguish between rhetorical questions and pure questions.)
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Question Possible interpretations

Why would X do Y ? (e.g., “Why would you buy it?”) X would not do Y . Y is not necessary.
How many/much of X are Y ? (e.g., “How many of them are
military experts?”)

No/few/little X are Y .

How ADJECTIVE is X? (e.g., “How big is the debt re-
ally?”)

X is not ADJECTIVE.

What is X? (e.g., “What’s the problem with that?”) There is no X .
Did/do/does X do Y ? (e.g., “Did they steal the money?”) X did/do/does not do Y .
What/how can X do Y ? (e.g., “How can he solve issue?”) X cannot do Y .
Why not do X? (e.g., “Why not buy it?”) You should/had better do X .

Table 2.1: Possible interpretations of challenge questions.

Inference Anchoring Theory (IAT) (Budzynska and Reed, 2011) categorizes questions into four
big types, depending on the function: challenge question, assertive question, pure question, and
directive question. Challenge questions and assertive questions, despite their question form, have
the main function of asserting propositional content. First, the challenge question is probably
the most common type of question in debates. Its function is to make assertions to challenge the
argumentation partner. For example:

Original text: “Isn’t it a little bit hard to call this just a partisan issue?”
Proposition(s): “It’s a little bit hard to call this just a partisan issue”

Original text: “What has he not answered?”
Proposition(s): “He has answered questions”

Original text: “What the fuck is he supposed to say to that?”
Proposition(s): “There is nothing he is supposed to say to that”

Original text: “Would you want the future president to remember you as the
guy who cut your mic off while you were talking?”
Proposition(s): “You would not want the future president to remember you as
the guy who cut your mic off while you were talking”

Given a challenge question, one way to think of what the question asserts is to consider what
would be implied when the partner does not answer the question. Here we see some mechanical
transformation happening for challenge questions (Table 2.1).

An assertive question similarly asserts that its propositional content is true. For example:

Original text: “Do you want to know what she’ll do? It’s all on her website.”
Proposition(s): “You want to know what she’ll do” + “What she’ll do is all on
her website”

In contrast, the main function of pure questions is information seeking. IAT posits that even
a pure question implies or presupposes some propositional content, and this content is a crucial
building block for the subsequent argumentation. In the US2016 corpus, the underspecified
semantic information in a pure question is replaced with a placeholder variable “xxx”. For
example:
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Original text: “When was the last time Chafee got to speak?”
Proposition(s): “The last time Chafee got to speak was xxx”

Original text: “Who is Chafee?”
Proposition(s): “Chafee is xxx”

Original text: “Do all lives matter?”
Proposition(s): “All lives do / do not matter”

Even these seemingly incomplete propositions, such as the second example, open a way to further
elaboration in the dialogue. Similarly, in the third example, the proposition does not have much
meaning on its own, but serves as a building block for further argumentation.

Lastly, directive questions have imperative forces as in:

Original text: “Any specific examples?”
Proposition(s): “Provide any specific examples”

Imperatives: Like questions, imperatives are not propositions grammatically, but they are often
important and common argumentative components. Imperatives are common in argumentation as
in “Stop raising the sales tax” and “Look how bad the system is”. However, to our knowledge, there
is little theoretical work on what propositional content is asserted by imperatives in argumentation.
There have been theories about the semantics of imperatives in general context; for example,
the you-should theory suggests that an imperative of the form “Do X” may imply “X should be
done” (Hamblin, 1987; Schwager, 2005), as in:

Original text: “Yes, of course, raise the minimum wage.”
Proposition(s): “The minimum wage should of course be raised”

While applicable in many general cases, this mechanism is not satisfactory in argumentation.
For instance, while this transformation preserves the literal meaning of both the first and second
examples above, it does not capture the main proposition asserted in the following example.

Original text: “Look how bad the system is.”
Proposition(s): “The system is bad”

This example is unlikely arguing for “looking” per se; it rather asserts that the system is bad,
which is the main content that contributes to the argumentation. Some other examples include:

Original text: “Let me address college affordability”
Proposition(s): “CLINTON would like to address college affordability”
Original text: “Look at the mess that we’re in.”
Proposition(s): “We’re in a mess”

No simple transformation rules apply here, and such irregularities call for more case studies. Our
work aims to make an initial contribution in that direction.

Removal of non-propositional expressions, discourse markers, and epistemic modalities:
Non-propositional expressions, discourse markers, and epistemic modalities are not included in
asserted propositions.
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Non-propositional expressions include:

• Non-propositional answers (“Yes.”, “Very true.”, “Funny.”)
• Filling words (“Well...”, “Look.”, “I mean”)
• Incomplete sentences (“What do you ...”)
• Utterances for moderating a dialogue (“Senator...”, “It is time to start the debate.”)

Discourse markers include “But”, “And”, etc.

The general function of an epistemically qualified statement is to assert the statement. Hence,
epistemic modalities may be removed3. For example:

Original text: “I think Sanders is winning gun owners over.”
Proposition(s): “Sanders is winning gun owners over”

Original text: “I’m fairly convinced he threw that first debate.”
Proposition(s): “He threw that first debate”

Qualification (hedges): Qualifiers (or hedges) are a main component in Toulmin’s argumenta-
tion structure, related to Qualifier and Rebuttal. A qualifier can be as specific as a conditional as in
“under the condition that ...” or as simple as a modality, such as “probably”. We think conditionals
should be included in a proposition, because they are essential in determining the meaning of a
claim. For example, in the following dialogue, the critic is attacking the initiator’s claim using
qualification.

Initiator: “A practicing vegan is less likely to harm animals and the environ-
ment.”
Critic: “When properly conducted, the practice of eating meat is far better for
the environment than eating purely vegetables.”

Without the conditional, the critic’s claim is another overgeneralization and is not what the critic
means. More thoughts on when- and if-statements are discussed later.

For simple modalities, such as “probably” and “certainly”, there exist different views as to
whether they are part of a proposition. Toulmin includes those modalities as part of a claim,
whereas Freeman (1991) argues that those modalities may modify the inferential link between
premises and conclusion instead of the conclusion itself. For example, given premises, a claim
being certainly true indicates that the claim is strongly supported by the given premises, rather than
the claim is by nature certainly true. Freeman suggests that such cases should be distinguished
from the cases where modalities directly modify a claim, as in “2 + 2 is certainly 4”. This
distinction is theoretically interesting but would not matter much in practice. Leaving simple
modalities as part of a proposition is consistent with conditionals, and either choice would have
little effect on argumentation structure analysis.

3This decision can be controversial, as an epistemic modality can be a target of attack by a critic (e.g., “Do you
really believe that?”). However, This may be an edge case and we may follow IAT. On the other hand, treating
epistemically modified statements in the same way as reported speech (i.e., duplicate the that-clause and extract two
propositions) may have the benefit of system-wide consistency.
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Time and location: Time and location information is essential part of a proposition, and the
meaning of a proposition can be changed significantly without them.

When/if-statements: As discussed above, conditionals and time information that are expressed
through “when” or “if” may need to be kept in an asserted proposition in most cases. However,
we acknowledge that “when” and “if” can be used not strictly to indicate a condition. Consider
the following sentence:

“When you look at what ISIS is doing with the Internet, they’re beating us at
our own game.”

The when-clause does not qualify the main clause. In the corpus, this sentence is indeed annotated
with only one asserted proposition (“ISIS are beating USA at their own game”), by judging that
the when-clause adds no information to the argumentation. This judgment can be controversial,
however.

Similarly, in the following dialogue:

Initiator: “Having fewer debates is going to be a massive advantage for
Hillary.”
Critic: “If you’re basing your political opinion based on which speaker is
smoother, you shouldn’t be voting.”

the critic’s if-clause might be interpreted as an accusation rather than a true conditional. In the
corpus, this sentence is annotated with two asserted propositions: “You’re basing your political
opinion based on which speaker is smoother” and “You shouldn’t be voting”.

The distinction between true conditional and assertive conditional is highly subject to inter-
pretation and sensitive to the context. It is not clear if the corpus has been annotated with clear
instructions for this distinction, and considering how much effort we would need to re-annotate
the corpus for this distinction with good inter-rater agreement and how much benefit that would
allow us at subsequent stages of argumentation analysis, we do not make the distinction between
true conditionals and assertive conditionals.

Segmentation granularity and reconstruction: There is no theoretical consensus on the gran-
ularity of argumentative propositions, and depending on the granularity, we can think of a sentence
as having varying numbers of propositions. The most common practice in computational argument
systems is to treat individual clauses as propositions. However, theoretically we can think of
other choices of granularity, such as event levels (e.g. “destruction of the building” has the
meaning that “the building was destructed”), potential-negation levels (i.e., separate apart all
components that can be negated), and many more. However, there are at least two important
practical considerations. First, unless a proposition contains too many predicates, the subtle
choice of granularity may not have a huge impact on argumentation structure analysis, because
the analysis will likely be performed on predicate-level information anyway. Second, choosing a
granularity different than the available corpus means that the corpus has to be re-annotated not
only at the proposition level but also at the propositional relation level.

22



We think that the US2016 corpus has been annotated with a reasonable granularity, which seems
to follow the work by Stede et al. (2016). A sentence is basically segmented into clauses and
further segmented into (1) rhetorical participle phrases as in:

Original text: “I may need to call out of work tomorrow due to drinking words”
Proposition(s): “I may need to call out of work tomorrow” + “This debate has
so many drinking words”

(2) conjoined verb phrases as in:

Original text: “Obama lost because he seemed disinterested and relied to
heavily on trying to actually explain the issue.”
Proposition(s): “Obama lost” + “Obama seemed disinterested” + “Obama
relied to heavily on trying to actually explain the issue”

(3) objects with different polarity as in:

Original text: “I want to see a factual Hillary going in, not this one that is
trying to be the High School president ...”
Proposition(s): “I want to see a factual Hillary Clinton going” + “I do not want
to see Hillary Clinton that is trying to be the High School president ...”

(4) interpolated texts as in:

Original text: “The liquid, because it is so dangerous, is not allowed in the
building.”
Proposition(s): “The liquid is not allowed in the building” + “The liquid is so
dangerous”

(5) nonrestrictive relative clauses as in:

Original text: “She’s staying above the noise, which is all she has to do with a
30% lead in the polls.”
Proposition(s): “Hillary Clinton is staying above the noise” + “Staying above
the noise is all Hillary Clinton has to do with a 30% lead in the polls”

2.5 Cascade Model

Based on the theoretical concerns and practical examples described in the previous section, in
this section, we present a cascade model that takes an utterance as input and extracts asserted
propositions as output. The model consists of seven modules as shown in Figure 2.2. The functions
of individual modules can be summarized as follows:

1. Anaphora resolution: Replace pronoun anaphors with their referents.
2. Locution extraction: Extract locutions (ADUs) from the utterance.
3. Reported speech: Determine if the locution is reported speech; if so, identify the the

speech content and speech source.
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Anaphora-resolved utterance

Utterance of a speaker

SubjectReconstruction

Alice: Bob stopped by my office and complained, ``Why is the company not launching 
the new service?'' I think I have explained to him already.
Bob stopped by Alice's office and complained, ``Why is the company not launching 
the new service?'' Alice think Alice have explained to Bob already.

[L1] Bob stopped by Alice's office and [L2] complained, ``Why is the company not 
launching the new service?'' Alice think [L3] Alice have explained to Bob already.

[L2] complained, ``Why is the company not launching the new service?''

[L2'] The company should launch the new service

[L2] Bob complained, ``Why is the company not launching the new service?''

[L3] Alice has explained to Bob already

[L1] Bob stopped by Alice's office  [L2] Bob complained, ``Why is the company not launching the new service?''

[L2'] The company should launch the new service  [L3] Alice has explained to Bob already

Figure 2.2: Cascade model of proposition extraction. The input is each utterance, blue boxes
are individual (sub)modules and orange circles are the outputs of the modules. We made up the
utterance used in the figure in order to cover the functions of most modules.

4. Question: Determine if the locution or speech content is a question; if so, extract its
propositional content.

5. Imperative: Determine if the locution or speech content is an imperative; if so, extract its
propositional content.

6. Subject reconstruction: Reconstruct the missing subject, if any, of the locution or speech
content.

7. Revision: Make additional adjustments necessary for final propositions.

In the remainder of this section, we describe how to formulate the task of each module as a
computational problem, and present various approaches with their performance. Each module is
evaluated separately, instead of using the result of the previous module; this setting prevents error
propagation and helps evaluate the performance of each module more accurately. Some methods
we use are based on machine learning and thus requires a split of training and test sets. Hence, we
randomly split the entire corpus into five folds and conduct cross validation with the same folds
throughout the section.

2.5.1 Anaphora Resolution
Anaphora resolution is based on Stanford CoreNLP 3.8.0. Yet, blindly applying it induces several
challenges as shown in the previous section, such as incorrect resolution of speakers and hearers
(as this information is often missing in the text), resolution of non-pronouns, and errors inherent
in the tool. To rectify these challenges, we decompose the task into the following subtasks.

• 1st-person singular: Replace “I”, “my”, “me”, “mine” with the speaker’s name.
• 2nd-person singular: Replace “you”, “your”, “yours” with the previous turn’s speaker

name.
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BLEU Dep Dep-SO Noun

Locution (no resolution) 69.3 65.1 55.8 71.4
CoreNLP 62.8 61.7 53.8 70.4
1S 70.1 65.7 58.9 74.8
1S+2S 69.7 65.5 58.3 74.6
1S+3SG 69.3 65.4 60.1 75.7
1S+3SG+3SN 68.5 64.9 59.2 75.6

Table 2.2: Performance of anaphora resolution. (1S: 1st-person singular, 2S: 2nd-person singular,
3SG: 3rd-person singular gender, 3SN: 3rd-person singular gender-neutral, Dep: Dependency,
Dep-SO: Dependency for subjects and objects.)

• 3rd-person singular gender: Resolve “he”, “his”, “him”, “she”, “her”, “hers” using
CoreNLP.

• 3rd-person singular gender-neutral: Resolve “it”, “that” using CoreNLP.
• 3rd-person plural: Resolve “they”, “their”, “them”, “theirs” using CoreNLP.

Inaccurate anaphora resolution can rather distort the original meaning of text. Hence, the goal
here is to find the best combination of the subtasks. The first two subtasks are applied only to TV
debates, as Reddit user names have not been resolved in the corpus. All possessive pronouns are
replaced with references suffixed with “’s” (e.g., “his”→ “Trump’s”).

For evaluation, we assume that effective anaphora resolution would make a locution more
“similar” to the annotated proposition. Hence, we compare the similarities between a locution and
the annotated proposition before and after anaphora resolution, using the following metrics:

• BLEU: Generic string similarity based on n-grams (n = 1,2,3,4).
• F1-score of dependency tuples: String similarity based on dependencies. Less sensitive

than BLEU to the exact locations of words.
• F1-score of nsubj/dobj dependency tuples: Rough semantic information pieces repre-

senting who did what to whom/what.
• F1-score of nouns: How accurately anaphora resolution retrieves nouns (as our anaphora

resolution replaces only nouns).

Results

As shown in Table 2.2, blindly applying CoreNLP (row 2) significantly hurts all similarity
measures (compared to row 1). In contrast, speaker resolution (row 3) plays a key role in
improving all measures over original locutions, especially semantic information (subject/object)
and nouns. Additional resolution of hearers (row 4) does not help, as “you” is used in a more
general way than referring specifically to the hearer.

Resolving 3rd-person gender pronouns (row 5) further improves performance for semantic
information and noun retrieval over speaker resolution, at the expense of slightly lower BLEU
and dependency similarites. Additional resolution of “it”, “its”, and “that” turns out to rather hurt
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performance.

For argument mining, it may be desired to resolve as many anaphors as possible unless the
original meaning is significantly hurt, because pronouns provide little information for identifying
propositional relations. Hence, we conclude that resolution of speakers and 3rd-person gender
pronouns is ideal for this module, and the subsequent modules use the result of this configuration.
However, we find that resolution of 3rd-person gender-neutral pronouns is critical, as will be
discussed in Section 2.5.7, and eventually they should be resolved depending on the availability
of proper anaphora resolution tools.

2.5.2 Locution Extraction
For each utterance with anaphors resolved, the LocutionExtraction module identifies locutions
(ADUs), from which asserted proposition(s) will be extracted. This task is almost identical
to conventional ADU segmentation, and many methods have already been proposed (Section
2.2.1). Beating prior models for this task is beyond the scope of this thesis; rather, we focus on
understanding what causes confusion for locution boundaries. Following the convention for this
task (Eger et al., 2017; Ajjour et al., 2017), the task is formulated as tagging each word with B/I/O
(beginning/inside/outside of a locution).

Models

We explore the state-of-the-art BiLSTM model (Ajjour) (Ajjour et al., 2017), as well as a regular
CRF (R-CRF) and BiLSTM-CRF (Huang et al., 2015). A CRF showed strong performance for
cross-domain segmentation, and BiLSTM-CRF is an extension of CRFs, where emission scores
are calculated through BiLSTM. For all models, we use the following features, adopted from or
informed by the prior work (Ajjour et al., 2017):

• word: Current word (i.e., word index for R-CRF and pre-trained GloVe.840B.300d word
embeddings for BiLSTM-CRF and Ajjour).

• pos: Part-of-speech tag of the current word.
• ne: Named entity type of the current word.
• prev_1gram: Previous word of the current word, as conjunctions and discourse markers

are good indicators of locution boundaries. (R-CRF only, as BiLSTM considers context.)
• bos/eos: Indicator of whether the current word marks the beginning/end of a sentence, as

locution boundaries are often restricted by sentence boundaries.
• boc/eoc: Indicator of whether the current word marks the beginning/end of a clause, as

locution boundaries are closely related to clause boundaries. We obtain clauses from the
constituency parse of the sentence, taking phrases tagged with S. For nested clauses, we
take the deepest clauses to avoid overlap.

We use the following model settings. For R-CRF, we use sklearn-crfsuite 0.3.6. We conducted
grid search, exploring all combinations of the bias feature ({1,0}) and the following optimization
parameters:

• Gradient descent using the L-BFGS method
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Model F1

R-CRF 78.8
BiLSTM-CRF 78.9
Ajjour 79.4

Table 2.3: F1-score of locution extraction.

L1 regularization: 0, 0.05, 0.1
L2 regularization: 0, 0.05, 0.1

• Passive Aggressive (PA)
Aggressiveness parameter: 0.5, 1, 2

For BiLSTM-CRF, we used the following parameter values:

• BiLSTM hidden dim: 128
• Optimizer: Adam
• Learning rate: 0.001

For Ajjour, we used the following parameter values:

• Encoder BiLSTMs hidden dim: 128
• Output BiLSTM hidden dim: 5, 10, 20
• Optimizer: Adam
• Learning rate: 0.001

We evaluate the models using the macro F1-score across the BIO tags with 5-fold CV.

Results

Ajjour et al. (2017)’s model outperforms the CRF-based models (Table 2.3). The model tends to
underproduce locutions (7,767 compared to 8,008 annotated), i.e., produce coarser and longer
locutions than ground truth locutions, missing signals for splitting them further into smaller
locutions. To examine those signals, we gathered extracted locutions that overlap with two
consecutive annotated locutions, and counted the words between the two locutions.

As shown in Table 2.4, frequently, the model failed to make a split at a comma (31%) or between
locutions that are back-to-back without any separator in between (10%). In the majority of these
cases, the locutions are two independent clauses, indicating that the model needs a more robust
mechanism to make use of clause boundaries. Although not very common, a locution also serves
as a subordinate clause, adverb phrase, particle phrase, yes/no answer, or relative clause (Table
2.5). Deciding whether to separate a subordinate clause from the main clause is not trivial. For
instance, if- and when-clauses, the most common subordinate clauses in the analysis, are separated
off or attached to the main clause depending on the strength of their dependency, which is often
vague. If we are to build a system to make this decision automatically, we may consider the truth
value of the subordinate clause and whether it is idiomatic.

Other frequent separators include conjunctions “and” (21%) and “but” (6%). As in the case
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Top 1-8 Top 9-16 Top 17-24

, (31%) – (2%) or (1%)
and (12%) , because (1%) ? (1%)

NONE (10%) -lrb- (1%) . and (1%)
, and (9%) , which (1%) to (1%)
, but (4%) ; (1%) as (1%)

. (3%) ... (1%) , so (1%)
because (2%) - (1%) that (1%)

but (2%) when (1%) if (0%)

Table 2.4: Words that separate two annotated locutions that overlap with one predicted locution.
NONE indicates that the locutions are back-to-back without any separator.

1st locution1 2nd locution

Subordinate clauses 7% 6%
Adverb phrases 4% 8%
Particle phrases 1% 4%
Yes/no 2% -
Relative clauses - 5%

Table 2.5: Breakdown of locution types that are separated by a comma or that are back-to-back
(total 293 pairs).

above, the model sometimes has difficulty deciding whether to split conjoined phrases and clauses.
According to the data, phrases conjoined by these words are sometimes separated and sometimes
not. Again, the decision becomes harder when clauses are conjoined. The module sometimes
makes split errors at punctuation marks, although such errors are not frequent. Punctuation marks,
such as “.”, “–”, “?”, and “!”, often conclude a sentence or clause, but sometimes a locution is
annotated across these punctuation marks. We looked at the cases where annotated locutions are
separated by these marks but not by the module. They seem to be a simple mistake made by the
module, and we did not find any specific patterns except that locutions tend to be short.

Lastly, we examined what prevents the module from making precise locution boundaries and
if there are any patterns. Specifically, for each utterance, we count words that are included only
in annotated locutions or in extracted locutions, but not both. These counts may reveal words or
phrases that the module tends to include or ignore incorrectly. As shown in Table 2.6a and Table
2.6b, the module does not show any strong tendency to include or ignore certain words. However,
annotated locutions tend to include more periods and questions marks than extracted locutions.
On the other hand, annotated locutions tend to include more commas and conjunction “and”, as
we have already discussed before.
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Top 1-10 Top 11-20

, (23%) ! (1%)
. (15%) : (1%)
? (10%) well (1%)
and (7%) secretary clinton (1%)
but (4%) so (1%)
– (2%) mr. trump (1%)
” (2%) i think (1%)
... (2%) yes (1%)

because (2%) yeah (1%)
“ (1%) lol (0%)

(a) Frequency of words contained only in anno-
tated locutions (N = 1736).

Top 1-10 Top 11-20

, (31%) : (1%)
and (7%) “ (1%)
– (4%) i think (1%)
. (3%) no (0%)

but (2%) ! (0%)
” (2%) then (0%)
? (1%) you know (0%)

because (1%) though (0%)
so (1%) -rrb- (0%)
... (1%) that (0%)

(b) Frequency of words contained only in pre-
dicted locutions (N = 3397).

Table 2.6: Frequency of words misaligned between annotated locutions and predicted locutions.

2.5.3 Reported Speech
A locution extracted above is examined by the IsReportedSpeech submodule to decide if it is
reported speech. If so, we extract two main pieces of information: the source and the content of
speech, by the SourceExtraction and ContentExtraction submodules, respectively.

Classifying whether a locution is reported speech or not is a typical classification problem.
We trained a BERT model for sequence classification (Devlin et al., 2018) on the annotations,
using the implementation from HuggingFace (Wolf et al., 2020) with the pretrained, uncased base
model. The trained model achieved an AUC of 97.0 and an F1 of 85.1 for 5-fold cross validation.
We did not conduct further experiments with other classifiers, because the BERT accuracy is
reasonably high.

Due to the important roles of speech content and source, computational models have been
proposed to identify them, based on rules (Krestel et al., 2008), conditional random fields (Pareti
et al., 2013), and a semi-Markov model (Scheible et al., 2016). Our work is different from
these studies in two ways. First, they are based on news articles, whereas our work is on
argumentative dialogue. Second, they use rules or features that reflect typical words and structures
used in reported speech, whereas our work explores a neural method that does not require feature
engineering. We aim to show how well a state-of-the-art neural technique performs on extraction
of speech content and source. A slightly different but related strain of work is to identify authority
claims in Wikipedia discussions (Bender et al., 2011), but this work does not identify speech
content and source.

The tasks of identifying the source and content of speech are both formulated as BIO sequence
tagging (we conduct separate experiments for sources and content). For the text span of a source
or content, the first word is tagged with B and the other words with I; all other words are tagged
with O.
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Models

We explore three models: a conditional random field (CRF) with hand-crafted features, the BERT
token classifier with a pretrained language model, and a semi-Markov model as the baseline. For
all models, the input is a sequence of words and the output is a BIO tag for each word. We conduct
separate experiments for content and source, because we do not assume that they are mutually
exclusive (although they are in most cases).

Conditional Random Field (CRF): Our CRF uses the following features:

• Current word.
• Named entity type of the word.
• POS tag of the word.
• Unigram and bigram preceding the word.
• Unigram and bigram following the word.
• Indicator of if the word is a subject (“nsubj*” on the dependency parse tree).
• Indicator of if the current word is the beginning/end of a clause (“S” on the parse tree).

The features were extracted using Stanford CoreNLP 0.9.2 (Manning et al., 2014).

For model parameters, we explore two optimization functions: (i) L-BFGS with the com-
binations of L1/L2 regularization coefficients {0, .05, .1, .2}; (ii) Passive Aggressive with ag-
gressiveness parameter values {.5,1,2,4}. The model was implemented using sklearn_crfsuite
0.3.6.

BERT: The second model is the BERT token classifier (Devlin et al., 2018), which classifies
the tag of each word. BERT has shown significant performance boosts in many NLP tasks and
does not require hand-crafted features. We use the pretrained, uncased base model with the
implementation provided by Hugging Face (Wolf et al., 2020). The model is fine-tuned during
training.

Baseline: The baseline is the state-of-the-art semi-Markov model for speech content identifi-
cation (Scheible et al., 2016). This model first identifies cue words (e.g., reporting verbs) and
iteratively identifies the boundaries of speech content using a set of hand-crafted features. This
model does not identify speech sources and thus is compared with other models only for content
identification.

For a methodological note, the original source code was hard-coded to work for the PARC3.0
dataset, and we could not replicate the model to train on other data. Therefore, all accuracies of
this model in the next section result from training it on the training set of the PARC3.0 dataset.
We will show its performance on both PARC3.0 and US2016.

Data

PARC3.0: The first dataset is 18,201 instances of reported speech in news data (Pareti, 2016).
The original dataset was built upon the Wall Street Journal articles in the Penn Discourse TreeBank
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(PDTB) (Prasad et al., 2008), where each instance of reported speech has been annotated with
the content, source, and cue word (e.g., reporting verbs). The reliability of the annotations were
measured by the overlap of annotated text spans between annotators. The overlap for speech
content is 94% and that for speech source is 91%, suggesting the high reliability of the annotations.

This dataset consists of 24 sections corresponding to the PDTB sections. The original paper
suggests using sections 00-22 for training (16,370 instances), section 23 for testing (667 instances),
and section 24 for validation (1,164 instances).

US2016: The second dataset is the instances of reported speech in the US2016 corpus. Reported
speech is not properly annotated in the original US2016 corpus. Hence, we conducted an additional
layer of annotation on top of the original corpus (the details are available in Chapter 5). Briefly,
the annotations include 242 instances of reported speech annotated with speech content and source.
The reliability of the annotations was measured by the number non-overlapping words between
annotators. The average number of words that are outside of the overlapping text span was 0.2 for
speech content and 0.5 for speech sources, suggesting the high reliability of the annotations.

Experiment Settings

The CRF and BERT models are trained and tested on both PARC3.0 and US2016, separately. For
PARC3.0, we use the split of train, validation, and test as suggested by the original paper. For
US2016, we use 5-fold cross validation; for each iteration, three folds are used for training, one
for testing, and the other for choosing the optimal hyperparameters (CRF) or the optimal number
of epochs (BERT).

The baseline model is trained and tested on PARC3.0 using the same training, validation, and
test split. US2016 is used only for testing after it is trained on the training set of PARC3.0 (as
mentioned in 2.5.3).

We use various evaluation metrics. For speech content, the F1-score is calculated based on the
true and predicted BIO tags of individual words, as well as the BLEU score of the predicted text
span against the true text span. For speech sources, the F1-score is calculated based on the match
between the true source’s text and the predicted text. Two texts are considered matched if they are
identical (Strict) or if their words overlap (Relaxed). We do not measure the F1-score based on
BIO tags for speech sources, because the source may be mentioned multiple times in reported
speech and we do not want to penalize the model when the mention identified by the model is the
true source but different from the annotated mention.

Results

Content Identification: The accuracies of all models are summarized in Table 2.7a. The
baseline model (Scheible) has two rows: row 1 is its accuracy on all test instances, and row 2 is
on test instances where the model was able to identify cue words. We find that the BERT model
(row 4) outperforms the feature-based CRF and the baseline model for both corpora, achieving a
macro F1-score of 82.6% at tag levels and a BLEU score of 82.0% for PARC3.0 and an F1-score
of 87.1% and a BLEU score of 89.3% for US2016. These scores show the high reliability of the
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PARC3.0 US2016

F1 BLEU F1 BLEU

Scheible (All) 64.4 57.1 37.9 23.4
Scheible (Matched) 75.8 72.7 79.3 76.5

CRF 71.3 66.3 72.5 68.7
BERT 82.6 82.0 87.1 89.3

(a) Accuracy of identifying speech content. The accuracies of
Scheible for US2016 (italic) result from training it on the training
data of PARC3.0.

PARC3.0 US2016

Strict F1 Relaxed F1 Strict F1 Relaxed F1

CRF 52.4 59.8 62.4 71.6
BERT 71.0 78.6 70.3 84.8

(b) Accuracy of identifying speech source.

Table 2.7: Accuracy of identifying speech content and source.

BERT model for extracting main propositions asserted in reported speech. In addition, the high
accuracy on US2016 despite its small size suggests that the pretrained language model effectively
encodes important semantic information, such as reporting verbs and dependencies among subject,
verb, and object.

The baseline model, which was trained on PARC3.0, performs poorly on US2016 (row 1).
The main obstacle is that it fails to detect cue words (e.g., reporting verbs) in 168 out of 242
instances (69%). This shows one weakness of the baseline model: since this model works at
two steps—detect cue words and find content boundaries—identifying speech content is strongly
subject to cue word detection. When the baseline is evaluated only on the instances where a cue
word was detected, its accuracy boosts significantly (row 2), outperforming the CRF but still
worse than BERT.

A qualitative analysis of the BERT model reveals that most instances are tagged accurately, and
errors are concentrated on a few instances. One of the main issues is whether a reporting verb
should be included or not as speech content. In the annotation process for US2016, a reporting
verb was included as speech content only if the verb has meaning other than merely “to report”
(e.g., “blamed his idea”, “declared their candidacy”). As a result, the model often has difficulty
judging a reporting verb to be part of the speech content or not.

In some cases, the exact boundary of speech content is ambiguous. For instance, in the sentence

“Bush has promised four percent economic growth and 19 million new jobs
if Bush is fortunate enough to serve two terms as president.”

the annotated speech content is in bold, while the model included the if-clause as the content
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(underlined). However, it may seem more appropriate to include the if-clause as part of the
promise.

Source Identification: The accuracies of all models are summarized in Table 2.7b. The BERT
model (row 2) again significantly outperforms the CRF (row 1), achieving F1-scores of 75.7% for
strict evaluation (exact match) and 85.1% for relaxed evaluation (overlap allowed). It is usually
when a source is a long noun phrase that a predicted source and the true source overlap without
exact match (e.g., “President Obama” vs. “Obama”).

Our qualitative analysis of the BERT model reveals two common error cases. First, the model
tends to capture subjects and person names as a speech source, which is not correct in some cases:

“We have been told through investigative reporting that he owes about $650
million to Wall Street and foreign banks”

where the model identifies “we” as the speech source, while the true source is the “investigative
reporting”. The model also sometimes fails to detect any source candidate if reported speech has
an uncommon structure, such as “The record shows that ...” and “No one is arguing ... except for
racists”, where the speech sources are underlined. These problems may be rectified with larger
training data that include more diverse forms of reported speech.

2.5.4 Question
A locution or the speech content of reported speech is examined by the IsQuestion submodule to
decide if it is a question. If so, it is transformed to its asserted proposition by the QuestionTrans-
formation submodule. Let’s begin with question detection.

Models

We explore three approaches: parse, regex, and neural classifier.

Parse: For the parse approach, we rely on the constituency parse tree result of CoreNLP.
Specifically, a locution is classified as a question if any part of the locution is tagged with SBARQ
(direct question introduced by wh-element) or SQ (yes/no questions and subconstituent of SBARQ
excluding wh-element).

Regex: For the regex approach, we compile regex patterns, capturing if the locution as a question
mark or if the text begins with words that often initiate a question (e.g., “how”, “do”) (Table 2.9).

BiLSTM For the BiLSTM classifier, words are encoded through a BiLSTM layer, weighted
and combined using an attention mechanism, and fed to a single-layer neural network. The final
output is the probability of the input being a question. The locution is classified as a question if
the probability is greater than or equal to 0.5.
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Prec Recl F1

Parse 78.4 54.5 64.3
Question Mark 75.1 93.8 83.4
Regex-All 58.8 97.2 73.3
BiLSTM 78.1 92.2 84.6
BERT 81.2 92.1 86.2

Table 2.8: Accuracy of question detection. The accuracy of the first three approaches is calculated
on the entire data at once, whereas that of the neural classifiers is the average across the folds.

BERT: Lastly, we try the BERT sequence classifier, using the pretrained, uncased base model
provided by Hugging Face.

Data

From the US2016 corpus, we filtered 565 pairs of a locution and its asserted proposition that are
annotated with the following question types:

• Pure: e.g., “Who is Chafee?” → “Chafee is xxx”; “Do lives matter?” → “Lives do / do not
matter” (Semantically underspecified parts are denoted by “xxx” and the slash “/”.)

• Assertive: e.g., “What does that say about your ability to handle challenging crises as
president?” → “Clinton does not have the ability to handle challenging crises as president”

• Challenge: e.g., “What has he not answered?” → “He has answered questions”
• Directive: e.g., “Any specific examples?” → “Provide any specific examples”

Note that only pure questions are semantically underspecified (indicated by “xxx” and “/”); the
other types contain concrete propositions to be asserted. Our models are trained on all question
types.

Results

Table 2.8 shows the accuracy of the models. Overall, the BERT model achieves the highest
F1-score. Unsurprisingly, the parse approach has fairly high precision but suffers from low recall.
The parse approach fails to capture ill-formed questions that are in declarative form grammatically,
short words, and incomplete sentence, as in the following examples:

• “semen is a human as well?”
• “one douchebag?”
• “attack obama then?”

Often the NLP tool misses even well-formed questions due to its inherent inaccuracy.

Regex achieves a higher F1-score, especially due to high recall (Table 2.9). Interestingly, a
question mark by itself is strongly indicative of a question and has a high coverage (first row,
first column in the table). It can successfully capture the example questions above, but fails to
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Regex Prec Recl F1 Regex Prec Recl F1

\? 75.1 93.8 83.4 ^should 80.0 01.4 02.8
^do 48.5 08.7 14.7 ^would 53.8 01.2 02.4
^how 75.9 07.8 14.1 ^will 100.0 01.1 02.1
^what 46.2 06.4 11.2 ^was 66.7 01.1 02.1
^is 77.5 05.5 10.2 ^where 71.4 00.9 01.7
^why 42.3 03.9 07.1 ^when 07.1 00.9 01.6
^did 84.2 02.8 05.5 ^which 28.6 00.7 01.4
^are 80.0 02.1 04.1 ^have 50.0 00.5 01.1
^who 70.6 02.1 04.1 ^were 100.0 00.4 00.7
^can 61.1 01.9 03.8 ^could 18.2 00.4 00.7
^does 58.8 01.8 03.4 ^has 33.3 00.2 00.4

All 58.8 97.2 73.3

Table 2.9: Accuracy of question detection for regex.

capture questions that do not have a question mark, as in “how can you buy a man worth 10b+...”.
Although it has relatively high precision, some false-positive cases include:

• A text uses a question merely for emphasis. (e.g., “it also could be somebody sitting on
their bed that weighs 400 pounds , ok ?”)

• A text reports, not asks, a question. (e.g., “so you say to yourself , why did n’t they make
the right deal ?”)

• A text uses a question form to expresses confusion. (e.g., “bernie? ... come again?”)

Including question-initiating words into regex patterns increases recall but significantly hurts
precision. Some of these words are used for other purposes than a question; for example, “when”
may initiate a subordinate clause, and “which” is used as a relative pronoun. The low precision
of some words is due to incomplete sentences with subject “I” missing, as in “Could barely
understand”.

As can be seen in the error cases above, detecting a question sometimes requires considering
a combination of several factors. And the neural classifiers seem more effective in doing that
than simpler models. According to a qualitative analysis, the neural classifiers rely heavily on a
question mark, probably due to the fact that most questions (94%) have a question mark. However,
the neural classifiers are better than simple regex in detecting non-questions that have a question
mark.

In the remainder of this section, we move on to extracting implicitly asserted propositions from
questions in argumentation. The task is formulated as transforming a question into its asserted
proposition.
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Figure 2.3: Basic model and copy model for question transformation. The snapshots for the jth
output word.

Neural Models

We test two RNN-based seq2seq models. First, the basic model encodes a question using BiLSTM
and decodes a proposition using LSTM and the standard attention mechanism (Luong et al., 2015).
Figure 2.3 illustrates the snapshot of the model for the jth output word.

Formally, the input is a sequence of words wE
1 , · · · ,wE

N , and the embedding of wE
i is denoted by

wE
i . BiLSTM encodes each word wE

i and outputs forward/backward hidden states
−→
h E

i and
←−
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−→
h E

i ,
←−
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←−
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N+1 = 0.
For the jth word to be generated, an LSTM decoder encodes the concatenation of the previously
generated word wD

j−1 and context vector h̄E
j−1 (explained below), and the previous hidden state:

hD
j = LSTM([wD

j−1; h̄E
j−1],h

D
j−1),

hD
0 = [

←−
h E

1 ;
−→
h E

N ].

Next, the decoder attends to the encoder’s hidden states using an attention mechanism. The
attention weight of the ith hidden state is the dot product of the hidden states from the encoder
and the decoder:

a ji = hD
j · [
←−
h E

i ;
−→
h E

i ], â ji =
exp(a ji)

∑i′ exp(a ji′)
,

h̄E
j = ∑

i
â ji[
−→
h E

i ;
←−
h E

i ].

The probability of the vth word in the vocabulary being generated is calculated as in the standard
attention decoder mechanism:

PG(wv) = softmax(WG[hD
j ; h̄E

j ]+bG)v,

where WG and bG are trainable weight matrix and bias vector.
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The basic seq2seq model requires a lot of training data, whereas according to our observation,
question transformation is often formulaic, consisting largely of word reordering. Hence, our
copy model uses a copying mechanism to learn to re-use input words. A prior model (Gu et al.,
2016) does not perform well in our task, so we modified it as follows (Figure 2.3).

Our copy model is based on the basic model and has the same process for the generating part.
When an output word is copied from the input text, instead of being generated, the probability of
the ith input word being copied is proportional to the attention weight of the ith hidden state. That
is, the probability of the vth word in the vocabulary being copied is:

PC(wv) =
N

∑
i=1

â jiI(wE
i = wv).

The final probability of wv being output is a weighted sum of PC(wv) and PG(wv), where the
weight δ is calculated as

δ j = σ(Wδ hD
j +bδ ),

P(wv) = δPC(wv)+(1−δ )PG(wv),

where Wδ and bδ are trainable weight matrix and bias vector. The main difference of our model
from existing ones is that we compute the mixture weight δ j for PC and PG using a separate neural
network. In contrast, existing models do not explicitly compute this weight (Gu et al., 2016) or do
not use attentional hidden states (Allamanis et al., 2016).

We try the following hyperparameter values:

• Encoder/decoder hidden dim: 96, 128, 160, 192 (basic model) / 128, 192 (copy model)
• Beam size: 4
• Optimizer: Adam
• Learning rate: 0.001
• Gradient clipping: 1
• Word embedding: GloVe 840B

Rule-Based Model

As question transformation is often formulaic, a rule-based method may be effective for small
data. For each question, the most relevant parts for transformation are the first word (wh-adverb or
auxiliary verb), subject, auxiliary verb, negation, and main verb (i.e., “be”+adjective, “be”+gerund,
or else). For instance, the question “Why would you not pay the tax?” might be rearranged to
“You would pay the tax”, where “why” and “not” are removed. We compile rules that match
combinations of these components, starting with a rule that has a high coverage and breaking it
down to more specific ones if the rule makes many errors. An example rule is “Why [MODAL]
[SUBJECT] “not””→ “[SUBJECT] [MODAL]”, which applies to the above example. As a result,
we compiled total 94 rules for 21 first words (4.5 rules per first word on average) based on the
US2016 dataset (see Table 2.10 for a summary of these rules).

Data

US2016: Our main data is the US2016 data described above for question detection.
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From To

why [MD]1 [SBJ]2 [*]3? [SBJ]2 [MD]1 not [*]3.
why [MD]1 not [SBJ]2 [*]3? [SBJ]2 [MD]1 [*]3.
why do [SBJ]1 [*]2? [SBJ]1 [*]2.
why [does|did]1 [SBJ]2 [*]3? [SBJ]2 [does|did]1 [*]3.
why is [SBJ]1 [*]2? [SBJ]1 is [*]2 because xxx.
why [are|were|was]1 [SBJ]2 [*]3? [SBJ]2 [are|were|was]1 [*]3.
why [is|are|am]1 not [SBJ]2 [ADJ]3? [SBJ]2 [is|are|am]1 [ADJ]3.
why [is|are|am]1 not [SBJ]2 [VP]3? [SBJ]2 should be [VP]3.
why not [VP]1? should [VP]1.

where [do|did|does|MD]1 [SBJ]2 [*]3? [SBJ]2 [do|did|does|MD]1 [*]3 at xxx.
when [did|has]1 [SBJ]2 [*]3? [SBJ]2 [did|has]1 not [*]3.

how can [SBJ]1 [*]2? [SBJ]1 cannot [*]2.
how [MD\can]1 [SBJ]2 [*]3? [SBJ]2 [MD\can]1 [*]3 by xxx.
how [do|does]1 [SBJ]2 [*]3? [SBJ]2 [*]3 by xxx.
how [MD|do|does|did]1 [SBJ]2 not [*]3? [SBJ]2 should [*]3.
how are [SBJ]1 going to [*]2? [SBJ]1 need to [*]2.
how are [SBJ]1 supposed to [*]2? [SBJ]1 cannot [*]2.
how [am|are|is]1 [SBJ]2 not [*]3? [SBJ]2 should be [*]3.
how much [*]1? xxx [*]1.
how [ADJ|ADV]1 [VB|MD]2 [SBJ]3 [VP]4? [SBJ]3 [VB|MD]2 [VP]4.

what [MD|did]1 [SBJ]2 [VB]3 [*]4? [SBJ]2 [MD|did]1 [VB]3 xxx [*]4.
what [does|do]1 [SBJ]2 [VB]3 [*]4? [SBJ]2 [VB]3 xxx [*]4.
what am [SBJ]1 [VB]2 [*]3? [SBJ]1 am [VB]2 xxx [*]3.
what [is|was|are]1 [SBJ]2? [SBJ]2 [is|was|are]1 xxx.
what [VB\did|does|do|am|was|is|are]1 [*]2? xxx [VB\did|does|do|am|was|is|are]1 [*]2.

which [*\VB]1 [*]2? [*\VB]1 xxx.
which [*\VB]1 [VB]2 [SBJ]3 [*]4? [SBJ]3 [VB]2 [*]4 [*\VB]1 xxx.

who [VB]1 [SBJ]2 [VP]3? [SBJ]2 [VB]1 [VP]3 xxx.
who is [SBJ]1? [SBJ]1 is xxx.
who is [VP]1? xxx is [VP]1.
who [*\is]1 [*]2? xxx [*\is]1 [*]2.

have you not [*]1? you have not [*]1.
[have|has]1 [SBJ\you]2 [*]3? [SBJ\you]2 [have|has]1 [*]3.
is [SBJ]1 [NP]2? [SBJ]1 is [NP]2.
is [SBJ]1 [*\NP]2? [SBJ]1 is / is not [*\NP]2.
are [SBJ]1 [*]2? [SBJ]1 are not [*]2.
[was|were]1 [SBJ]2 [*]3? [SBJ]2 [was|were]1 [*]3.
[is|are|was|were]1 not [SBJ]2 [*]3? [SBJ]2 [is|are|was|were]1 [*]3.

can [SBJ]1 [VP]2? [SBJ]1 can [VP]2.
[MD\can]1 [SBJ]2 [VP]3? [SBJ]2 [MD\can]1 / [MD\can]1 not [VP]3.
[MD]1 not [SBJ]2 [VP]3? [SBJ]2 [MD]1 [VP]3.

does [SBJ]1 [VP]2? [SBJ]1 does not [VP]2.
[does|do]1 not [SBJ]2 [VP]3? [SBJ]2 [VP]3.
[does|do]1 [SBJ]2 not [VP]3? [SBJ]2 [VP]3.
do [SBJ]1 [VP]2? [SBJ]1 do / do not [VP]2.
did [SBJ]1 [*]2? [SBJ]1 did not [*]2.
did not [SBJ]1 [*]2? [SBJ]1 did not [*]2.

Table 2.10: A summary of question transformation rules. Some rules have been combined into
one rule expression for clarity. (Notations) SBJ: subject, MD: modal verb, VB: verb, VP: verb
phrase, ADJ: adjective, ADV: adverb, NP: noun phrase, backslash (\): exclusion. “xxx” and a
forward slash indicate being semantically underspecified.
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US2016 MoralMaze

BLEU %M BLEU %M

Original Questions 47.5 – 50.7 –
Basic Model 5.3 – 6.5 –
Copy Model 41.5 – 44.1 –
Rules 54.5 64% 51.9 48%
Rules (well-formed) 56.7 85% 54.5 69%

Table 2.11: Accuracy of extracting implicitly asserted propositions from questions. “%M” is the
percentage of questions matched with any hand-crafted rules.

MoralMaze: This dataset consists of 8 episodes of the BBC Moral Maze Radio 4 program from
the 2012 summer season4 (Lawrence et al., 2015). The episodes deal with various issues, such as
the banking system, welfare state, and British empire. In each episode, the BBC Radio presenter
moderates argumentation among four regular panelists and three guest participants. This dataset
has been annotated in the same way as US2016, and we filtered 314 pairs of a question and its
asserted proposition. This dataset is not used for training or compiling rules; instead, it is only
used as a test set to examine the domain-generality of the models.

Experiment Settings

For the neural models, we conduct two sets of experiments. First, we train and test the models on
US2016 using 5-fold cross validation. Second, to examine domain generality, we train the models
on the entire US2016 dataset and test on MoralMaze.

For the rule-based model, we compile the rules based on US2016 and test them on US2016
(previously seen) and MoralMaze (unseen).

The accuracy of the models is measured in terms of the BLEU score, where the references are
asserted propositions annotated in the dataset.

Results

As shown in Table 2.11, the basic seq2seq model (row 2) performs poorly, because of the small
size of the training data. On the other hand, the copy model (row 3) significantly improves the
BLEU scores by 36.2–37.6 points, by learning to re-use words in input texts5. However, it still
suffers the small data size, and its outputs are worse than the original questions without any
transformation (row 1).

In contrast, the hand-crafted rules (rows 4–5) significantly improve performance and outperform
the original questions. The effectiveness of the rule-based method on MoralMaze, which was not

4http://corpora.aifdb.org/mm2012
5Our model also outperforms a prior copy model (Gu et al., 2016) by more than 20 BLEU scores.
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First word % Matched Questions BLEU Exact Match

Before After ∆ Before After ∆

what, which 42 / 57 (74%) 43.9 51.9 7.9 5.3 12.3 7.0
who 19 / 19 (100%) 37.3 50.0 12.7 10.5 26.3 15.8
how 45 / 53 (85%) 44.3 61.0 16.7 7.5 34.0 26.4
why 26 / 31 (84%) 35.4 47.3 11.9 3.2 12.9 9.7
where, when 5 / 8 (62%) 45.3 49.8 4.5 25.0 25.0 0.0
do, does, did 68 / 71 (96%) 52.9 61.5 8.6 4.2 8.5 4.2
have, has 8 / 8 (100%) 52.4 69.7 17.2 0.0 37.5 37.5
is, are, was, were 61 / 65 (94%) 48.3 57.5 9.2 4.6 15.4 10.8
can, will, should, would, could 32 / 41 (78%) 49.8 61.6 11.8 4.9 12.2 7.3

All above 262 / 309 (85%) 45.7 56.7 11.0 5.8 18.4 12.6
All questions 359 / 565 (64%) 47.5 54.5 7.0 11.2 17.3 6.2

Table 2.12: BLEU and exact match (%) scores of questions before and after applying the hand-
crafted rules (from US2016). “% Matched Questions” is the percentage of questions that match
any of the hand-crafted rules.

used for compiling the rules, indicates that these rules generalize across argumentative dialogue6.
The effectiveness of the rule-based method also suggests that there exist a high degree of syntactic
regularities in how propositions are asserted implicitly in question form, and the hand-crafted
rules provide interpretable insights into these regularities (Table 2.10).

Taking a closer look at the rule-based method, we find that many questions are subordinated or
ill-formed, and thus the rules match only 64% of questions for US2016 and 48% of questions
for MoralMaze. When we focus only on well-formed questions (that begin with a wh-adverb or
auxiliary verb), the rules match 85% and 69% of questions for the respective dataset, and the
BLEU scores improve by 2.2–2.6 points (row 4 vs. row 5). When analyzed by the first word
of a question (Table 2.12), questions beginning with “have”, “do”, and modal verbs achieve
the highest BLEU scores. Why-questions achieve the lowest, probably due to many variants
possible; for example, “why isn’t [SUBJECT] [ADJECTIVE]?” is most likely to be transformed
to “[SUBJECT] is [ADJECTIVE]”, whereas “why isn’t [SUBJECT] [VERB]?” is to “[SUBJECT]
should be [VERB]”.

One limitation of the rule-based method, however, is that it cannot distinguish between questions
that have the same syntactic structure but assert opposite propositions. For example, “Would you
...?” can mean both “You would ...” and “You would not ...” depending on the context. In order
to separate these cases properly, we may need to take into account more nuanced features and
context, and machine learning with large data would be the most promising direction eventually.

6Yet, we do not believe these rules would be effective beyond argumentation if the distribution of rhetorical
questions and pure questions is significantly different from argumentative dialogue.
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Top 1-8 Top 9-16 Top 17-24 Top 25-32

let (39) fuck (5) say (3) bring (2)
look (7) stop (5) ask (2) love (2)
have (7) do (4) vote (2) drink (2)
wait (6) check (3) help (2) pay (2)

thank (6) give (3) keep (2) are (2)
please (6) make (3) find (2) believe (2)

go (5) get (3) think (2) talk (2)
take (5) use (3) forget (2) screw (2)

Table 2.13: Root verbs and counts in imperatives.

2.5.5 Imperative
In this section, we collect imperatives in argumentative dialogue and examine a simple method for
extracting propositions asserted in them. We do not build automated models for transformation (as
in questions), because US2016 had no clear guidelines on how to annotate asserted propositions
in imperatives when the dataset was built.

Model

No automated model is used in this section, but instead, we examine the applicability of the you-
should theory in argumentation. Specifically, we analyze whether each imperative preserves the
original intent when it is transformed to an assertive by adding “should”, along with appropriate
changes in the verb form, (implicit) subject, and object. We additionally analyze the argumentative
relevancy of the transformed verb, that is, whether the imperative is mainly asserting that it should
happen.

Data

We use imperatives in US2016 (Jo et al., 2019). We assume that a sentence is an imperative if its
root is a verb in the bare infinitive form and has no explicit subject. Using Stanford CoreNLP, we
chose locutions that are not questions and whose root is a verb with base form or second-person
present case (VB/VBP), neither marked (e.g., “to go”) nor modified by an auxiliary modal verb
(e.g., “would go”). We found total 191 imperatives, and the most common root verbs are listed in
Table 2.13.

Results

We found that 74% of the imperatives can be transformed to an assertion by adding “should”
while preserving their original meaning7. And 80% of the transformed assertions were found to be
argumentatively relevant content. For example, the imperative “Take away some of the pressure

7Many of the other cases are attributed to subject drop (e.g., “Thank you”, “Doesn’t work”) and CoreNLP errors
(e.g., “Please nothing on abortion”, “So do police jobs”).
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placed on it” can be transformed to (and at the same time asserts that) “some of the pressure
placed on it should be taken away”. This result suggests that we can apply the you-should theory
to many imperatives and extract implicitly asserted propositions in consistent ways.

Some imperatives were found to be rather rhetorical, and the propositions they assert cannot be
obtained simply by adding “should”. Those imperatives commonly include such verbs as “let”,
“fuck”, “look”, “wait”, and “have”. The verb “let” can assert different things. For instance, “Let’s
talk about the real issues facing america” asserts that “there are real issues facing america”, while
“Let’s solve this problem in an international way” asserts that “we should solve this problem in
an international way”. The words “fuck” and “screw” are used to show strong disagreement and
often assert that something should go away or be ignored.

We cannot apply the same transformation rule to the same verb blindly, as a verb can be
argumentatively relevant sometimes and only rhetorical at other times depending on the context.
For instance, the verb “take” in the above example is argumentatively relevant, but it can also be
used only rhetorically as in “Take clean energy (as an example)”.

Based on our analyses, we propose rough two-step guidelines for annotating propositions that
are implicitly asserted in imperatives. First, we may group imperatives by their semantics based
on theories, such as you-should and you-will (Schwager, 2005). Second, for these imperatives, we
may annotate whether the root verb is argumentatively relevant. For instance, if the you-should
theory is applicable to an imperative, we may annotate whether its verb is at the core of the main
argumentative content that the speaker asserts should happen; the assertive form of this imperative
is likely to be a statement that proposes a policy or action (Park and Cardie, 2018). Argumentatively
relevant imperatives may be annotated with asserted propositions using predefined transformation
templates appropriate for their semantics. On the other hand, argumentatively irrelevant verbs may
simply be rhetorical and need to be replaced properly. Annotation of these imperatives should
handle many irregular cases, relying on the domain of the argumentation and the annotator’s
expertise.

2.5.6 Subject Reconstruction
A locution or the speech content of reported speech may miss its subject due to segmentation.
Hence, the SubjectReconstruction module aims to reconstruct the subject if it exists within the
same sentence. We first trace the subject of each verb in every sentence, and then reconstruct the
subject (along with auxiliary verbs) of a segmented text that begins with a verb whose subject is
outside the text.

We trace the subject of a verb using basic dependency relations (from CoreNLP) as follows.
When a verb has no subject relation with any words, we move to the word that is connected
with the current verb through a dependency relation of the types: conjunct (conj), auxiliary
(aux/auxpass), copula (cop), and open clausal complement (xcomp). The intuition is that this new
word and the current word are likely to have the same subject. We repeat this process until we
find a subject or no more move is available. In what follows, we illustrate the intuition behind
using these dependency relations
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Conjunct (conj): Two verbs that are conjoined by a conjunction are likely to have the same
subject. In the following example, “preserving” has the same subject as “protecting” does.

Auxiliary, passive auxiliary (aux, auxpass): An auxiliary verb that modifies a (passive) verb
is likely to have the same subject as the modified verb does. In the following example, “got” has
the same subject as “carried” does.

Copula (cop): A copula that joins a verb with its subject is likely to have the same subject as
the verb. In the following example, “’ve” has the same subject as “wrong” does.

Open clausal complement (xcomp): An open clausal complement of a verb is likely to have
the same subject as the verb does. In the following example, “send” has the same subject as
“wanted” does.

Adverbial clause modifier (advcl): An adverbial clause modifier of a verb may or may not
have the same subject as the verb does. In the following examples, the two sentences have the
same structure of verb + object + marked adverbial clause modifier. However, in the first sentence,
“keeping” has the same subject as “do” does, whereas in the second sentence, “leaving” has a
different subject than “stop” does. For reliability, we do not include adverbial clause modifiers for
tracing a subject.

43



Prec BLEU-Reconst BLEU-Locution

71.4 62.6 59.1

(a) Performance of subject reconstruction.

Reason %

Ill-formed sentence 25%
No subject in the sentence 25%
Trace mistake 20%
Complex sentence 10%
Phrasal/clausal subject 10%
Wrong antecedents of relative pronouns 10%

(b) Reasons for subject identification errors.

Table 2.14: Results of subject identification.

Relative clause modifier (acl:relcl): Sometimes a verb’s direct subject is a relative pronoun, in
which case we move to the word modified by the verb via the acl:relcl relation. In the following
example, “ran” modifies “campaign”, which is the proper subject.

However, “which” may often refer to a phrase or a clause, and this method may not be able to
capture that.

Results

We identified 96 locutions (1.2% of locutions) beginning with a verb whose subject is identified to
be in the sentence yet outside the locution. We focus on 73% of them whose subjects are recovered
in annotated propositions. Note that annotated subjects can be lexically different from the ones
that are correctly identified by our method, due to imperfect anaphora resolution. Hence, our
evaluation is based on manual comparison, checking if identified subjects and annotated subjects
refer to the same thing.
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BLEU Exact

Locution 75.5 47.3
Attention 47.2 12.4
Copy 76.2 49.3
Copy (short) 76.6 50.1

Table 2.15: Accuracy of revision. Copy (short) revises only short input texts.

As shown in Table 2.14a, the method identified subjects correctly for 71% of the locutions.
Accordingly, the BLEU score improved by 3.5, compared to before subject reconstruction. Table
2.14b breaks down the reasons for errors. Sometimes the tracing method made a mistake (20%) or
failed to capture a phrasal/clausal subject (10%). However, more commonly, CoreNLP could not
properly handle sentences that are ill-formed (25%), missing a subject (25%), or too long/complex
(10%). In some cases, it incorrectly identified the antecedents of relative pronouns (10%).

There exists other work that addresses recovering elided materials in sentences using dependen-
cies (Schuster et al., 2018). Following some of the work, it would be an interesting direction to
explore a richer set of dependency relations, such as the enhanced dependencies (Schuster and
Manning, 2016).

2.5.7 Revision

While the previous modules handle major tasks, a processed locution may still need additional
adjustments, including grammar correction. Hence, the Revision module makes adjustments to a
processed locution and outputs final, asserted proposition(s). This task is formulated as a seq2seq
problem, i.e., a model automatically learns and decides how to change the input, based on the
data.

Models

We explore two models: standard attention (Luong et al., 2015) and copy mechanism. Both
encode an input text using BiLSTM and decode proposition(s) using LSTM. The attention model
computes the probability of a word being generated, using attention over the encoder’s hidden
states. It requires a lot of training data, whereas we already know that most input words remain
unchanged. The copy model, on the other hand, decides internally whether to copy an input word
or generate a new word. We use the same copy model as in Section 2.5.4.

We use two evaluation metrics: BLEU and exact match (percentage of outputs identical to the
annotated propositions). We exclude locutions of reported speech and questions, to better focus
on this module’s performance. The baseline is to treat each locution as a proposition without
modification. Accuracy is based on 5-fold CV.
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Results

As shown in Table 2.15, the baseline (row 1) already achieves high performance, because locutions
are often very similar to the propositions extracted from them unless they are reported speech or
questions. For this reason, the attention model (row 2) performs poorly, as it tends to make many
unnecessary adjustments to input locutions. The copy model (row 3) performs significantly better
than the attention model, but sometimes it cannot handle long input texts and generated irrelevant
content toward the end of an output. Leaving long input texts (25+ words) unmodified (row 4)
slightly improved performance. Overall, the improvement over the baseline is rather modest.

The most notable and useful role of the copy model is correcting a verb case that was left
incorrect due to anaphora resolution (e.g., “cooper want to”→ “cooper wants to”, “webb have
had”→ “webb has had”). This behavior is quite desirable. The model also sometimes removed
non-propositional content and changed a person’s first name to the full name as reflected in
annotations. In general, the roles of the model remain lexical conversion rather than semantic
conversion.

We found that the differences between generated and annotated propositions are derived mainly
from unresolved non-personal anaphors (e.g., “it”, “this”, “that”). Furthermore, annotators
sometimes insert omitted verb phrases (e.g., “You should.” → “You should clinge to capitalism.”;
“not hard to do”→ “not hard to dominate”). Such semantic information is not recovered by the
current copy model.

2.5.8 End-to-end Extraction

So far, we have modularized the system and tested individual modules separately in order to
find the optimal model and configuration for each module. In this section, we conduct a small
experiment to see how well the cascade model extracts asserted propositions in an end-to-end
way, i.e., the module takes an input utterance, goes through all modules, and outputs asserted
propositions in the utterance. For this, we fix the optimal setting for each module learned in the
previous sections. We use the same 5-fold cross validation to measure the extraction performance
across the folds.

For evaluation, Figure 2.4 shows a possible metric for calculating precision, recall, and F1-score.
For precision, each extracted proposition is matched with the most similar annotated proposition
in terms of BLEU, and the precision score is the average BLEU score of the pairs. For recall,
similarly, each annotated proposition is matched with the most similar extracted proposition, and
the recall score is the average BLEU score of all pairs. The F1-score is the average of these two
scores.

Prec Recl F1

60 57 59

Table 2.16: BLEU scores of the final end-to-end system in terms of precision, recall, and F1-score.
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Score = (.8 + .0 + .7) / 3 = .5

.8
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Extracted Annotated
Precision

.8

.2

.6

.7

Extracted Annotated
Recall

(.8 + .7) / 2 = .75 (.8 + .6 + .7) / 3 = .7

F1 = 2 *.75 * .7 / (.75 + .7) = .72

Utterance: System locutions
Annotated locutions

Figure 2.4: Evaluation metric for the cascade system. For precision, each extracted proposition
is matched with the most similar annotated proposition. For recall, each annotated proposition
is matched with the most similar extracted proposition. These two scores are averaged for the
F1-score.

As shown in Table 2.16, the precision is 60. In other words, an extracted proposition has an
average BLEU score of 60 in reference to its most similar annotated proposition. A similar trend
holds for annotated propositions as well, i.e., an average BLEU score of 57 in reference to their
most similar extracted propositions. Combining these two cases results in an average BLEU score
of 59, which we believe is pretty high.

2.6 Conclusion
Pro- and counter-argumentation are constituted by asserted propositions, and thus the first step
for identifying pro- and counter-arguments in argumentative dialogue is to extract asserted
propositions. In this chapter, we presented a cascade model to extract asserted propositions
from argumentative dialogue. This cascade model has seven subtasks: anaphora resolution,
locution extraction, reported speech processing, question processing, imperative processing,
subject reconstruction, and revision.

Anaphora resolution is crucial for recovering the semantic information of propositions, and the
main bottleneck is to resolve 2nd-person singular and 3rd-person gender-neutral pronouns (e.g.,
“it” and “that”). However, we believe this problem will be solved soon as anaphora resolution is
an active research problem in NLP.

Identifying locutions or ADUs is quite robust now. One fundamental question is whether we
really need this as an explicit step. A positive effect is that it increases the explainability of the
cascade model by locating where each proposition comes from. A potential downside is that
it requires additional effort for data annotation, which can be more costly than necessary due
to the fuzzy nature of exact locution boundaries. Furthermore, locution segmentation requires
reconstructing missing subjects as a component, as our model currently has, whereas the cascade
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model might be able to identify and decode missing subjects better by abstracting out locution
segmentation.

For identifying asserted propositions in rhetorical questions, translating a rhetorical question
to an asserted proposition seems to be relatively easy, as this process, as we found, is often
mechanical. A bigger challenge is rather to classify whether a certain question is a pure question
or a rhetorical question. While there is prior work on this problem (Bhattasali et al., 2015), we
might additionally benefit from sarcasm detection (Joshi et al., 2017).

Identifying asserted propositions in imperatives should be accompanied by theoretical studies.
For instance, to our knowledge, there is currently no theoretical background to draw upon in order
to identify what exactly is asserted in an imperative. Does “Look how bad the system is” assert
that we should look or that the system is bad? The former interpretation is in accordance with the
you-should theory, which is clearly limited in this context, whereas the later interpretation is more
suitable but is less clear as to how we come to this decision. The good thing is that there is rather
a limited set of verbs that commonly accommodate multiple interpretations (e.g., “look”, “let”),
so research may begin with those verbs and gradually extend to infrequent ones.

Besides these modules, reported speech can be detected with fairly high accuracy. In addition,
the source and the content of speech can also be extracted reliably. For subject reconstruction,
our tracing method is fairly effective, and the accuracy is bounded mainly by the robustness
of dependency parsing to ill-formed and complex sentences. The final revision with a seq2seq
model remains mostly grammar error correction, and substantial semantic revision may require
significantly different models.

Additional challenges outside of the current components of the cascade model are discussed
in §2.4. For instance, the main challenge in identifying asserted propositions in conditionals
comes from deciding whether a conditional clause is purely hypothetical or is an assertion. Many
challenges could be resolved by collecting large data with careful annotation guidelines.

Some of the aforementioned challenges, such as anaphora resolution, do not need to be specific
to argumentation. But others may greatly benefit if addressed in the context of argumentation.
For instance, the proportions of rhetorical questions and pure questions in argumentation may be
substantially different than in other genres like medical consultation. Similarly, interpretations of
imperatives in argumentation may be different than in other genres. Hence, such problems seem
to require argumentation- and perhaps domain-specific data and approaches.

Informal argumentative dialogue often accommodates locutions that are only rhetorical and do
not contribute to argumentative structure, such as meta-argumentation. Such locutions could be
identified in the locution segmentation component, which currently aims to filter out locutions
irrelevant to the content of the ongoing argumentation based on human-annotated data. In addition,
the model we will introduce in Chapter 3 distinguished meta-argumentation as a notable type of
propositions (see §4.3.2 and Table 4.1), which indicates that it has some characteristic lexical
features. We also see that this problem could benefit from metaphor detection and topical contrast,
that is, how likely a certain locution should be interpreted rhetorically versus literally.

48



Chapter 3

Identifying Surface Types of Propositions

In this chapter, we present a novel unsupervised model for identifying different surface types
of propositions that underlie a given set of dialogues (general, not necessarily argumentative,
dialogues). This model is built on the basic assumption that a compound illocutionary act is a
mixture of different surface types of propositions used. We strengthen the model by encoding
several characteristics of linguistic phenomena. For instance, an illocutionary act to be performed
at a specific time point depends on both the illocutionary act of the preceding utterance as well
as the speaker’s own preferences for certain acts. In addition, we observe that the surface types
of propositions are characterized mainly by non-topical words and function words. Hence, our
model de-emphasizes topical words in order to focus on words that signal distinctive types of
propositions, by modeling topical themes as transitioning more slowly than illocutionary acts in
dialogue.

We evaluate the model on two dissimilar corpora, CNET forum and NPS Chat corpus. The ef-
fectiveness of each modeling assumption is found to vary depending on the characteristics of data;
de-emphasizing topical words yields improvement on the CNET corpus, while utilizing speaker
preferences is advantageous on the NPS corpus. The components of our model complement one
another to achieve robust performance on both corpora and outperform state-of-the-art baseline
models.

3.1 Introduction

The main assumption of our model is that each utterance (or a turn) in dialogues performs a
compound illocutionary act and can consist of more than one sentence. Each sentence in an
utterance is then assumed to take one proposition-level type. As an example, let’s think about
dialogues in a tech forum (Figure 3.1). One possible compound illocutionary act in a tech forum
is to ask a question about a system problem. An utterance performing this illocutionary act may
include various types of propositions at surface levels, such as a system environment, an error
message encountered, and a specific question. Similarly, another hypothetical illocutionary act is
to provide a solution, and this act may include propositions of such types as general explanation,
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Compound 
Illocutionary Acts

Surface Types 
of Propositions

Ask a question about a 
system problem

Provide a solution to 
a problem

Respond to a 
solution

System 
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Question

Error Message General 
Explanation

Reference

Wishes Thanks

Figure 3.1: Examples of compound illocutionary acts and composing types of propositions
in a tech forum. The thickness of an edges indicates the strength of association between an
illocutionary act and a type of proposition.

references, and wishes. For modeling purposes, we represent each compound illocutionary act as
a probability distribution over different surface types of propositions.

A challenge here is that in most cases, we do not know a complete set of compound illocutionary
acts in a given corpus. Hence, our model assumes that not only the surface types of propositions
are latent, but compound illocutionary acts are also latent. Now then the question is how can we
better identify the latent compound illocutionary acts so that we can obtain proposition-level types
that compose those illocutionary acts. To achieve this goal, we make three important modeling
assumptions.

The first assumption is the conditional relevance between two compound illocutionary acts
(Levinson, 1983; Martin and Rose, 2003), e.g., asking a question is likely to be followed by
answering the question, a greeting by a greeting, and inviting by accepting the invitation (Sidnell,
2011). To encode conditional relevance, our model assumes a transition probability between every
pair of compound illocutionary acts.

While there are general tendencies about what compound illocutionary act would likely follow
what illocutionary act, an illocutionary act to be performed depends also on the speaker’s personal
preferences (Appling et al., 2013). For instance, suppose there is a system expert in a tech forum
who answers questions most of the time rather than asking a question. By taking into account
speaker preferences, the model may be able to better identify the compound illocutionary acts
performed by this person, especially when an utterance has mixed characteristics of different
illocutionary acts (e.g., a response to a question includes some clarification question). Therefore,
the second assumption of our model is that each speaker has preferences for certain illocutionary
acts, which are represented as a probability distribution over compound illocutionary acts.

The third assumption of the model is that different types of propositions are mainly characterized
by different function words and those words that are less specific to discussion topics. For instance,
questions are characterized by wh-adverbs (“why”, “how”) and the question mark, rather than
topical words (“Windows”, “iPhone”). Similarly, error messages are characterized by some
template words (“Traceback”, “:”, “Error”). Hence, the model learns the language model of
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each surface-level type of proposition while trying to separate out topical words. This goal is
accomplished by encoding that the types of propositions transition at utterance levels whereas the
background topic is consistent throughout the dialogue. As a result two kinds of language models
are learned: one for different surface-level types of propositions and one for background topics.
While some existing models assume a background or domain-specific language model to filter out
common words (Lee et al., 2013; Paul, 2012; Ritter et al., 2010), they either require domain labels
or do not learn background topics underlying dialogues.

To illustrate the effectiveness of our model, we evaluate it on two dialogue corpora with
very different characteristics in terms of utterance length, the number of speakers per dialogue,
and domain: CNET and NPS Chat Corpus. Since these corpora are annotated with utterance-
level compound illocutionary acts, we directly evaluate the model’s ability to identify latent
compound illocutionary acts and demonstrate that our model is more effective than baseline
models. Furthermore, we qualitatively analyze the latent types of propositions learned by the
model and demonstrate that they are reasonable components of the identified illocutionary acts.
Lastly, by exploring different settings of the model parameters for each corpus, we use our model
as a lens to understand the nature of the corpus dialogues, which may inform future model design.

3.2 Related Work
Speech act theory (Austin, 1975) makes a distinction between the illocutionary, social intention of
an utterance (as seen in the indirect sentence “Can you pass the salt?”) and the locutionary act
of an utterance, which includes the ostensible surface-level meaning of the words. Although the
theory focuses mainly on basic sentence-level illocutionary acts (e.g., assertives, imperatives),
more complex illocutionary acts can be thought of in real-life dialogue by considering compound
illocutionary acts that consist of multiple sentences and sentence-level illocutionary acts (van
Eemeren and Grootendorst, 1984). Example (compound) illocutionary acts used in computational
systems include yes-no question, statement, backchannel, and opinion (Jurafsky et al., 1998). In
this work, illocutionary acts refer to compound illocutionary acts.

Winograd and Flores (1986) were some of the first to conceptualize illocutionary acts1 with state
transitions as a model for conversation. Similarly, contemporary unsupervised models often use a
hidden Markov model (HMM) to structure a generative process of utterance sequences (Ritter
et al., 2010). It is commonly assumed that each hidden state corresponds to an illocutionary act,
but different approaches use different representations for states.

One common representation of a state is a multinomial distribution over words, from which
words related to an illocutionary act are generated. Often, this generative process includes domain-
or topic-related language models that are independent of states and used to filter out words
unrelated to illocutionary acts (Lee et al., 2013; Ritter et al., 2010). However, these language
models have some limitations. For instance, Lee et al. (2013) rely on domain labels for learning
domain-specific language models, which may require human annotation, whereas our model

1In the NLP literature, illocutionary acts are more commonly referred to as dialogue acts. For consistency, we use
the term “illocutionary acts”.
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learns them without labels. Ritter et al. (2010) learn conversation-specific language models
to filter out topical words. We take a different approach, simultaneously learning background
topics underlying the entire corpus and filtering out these topical words. Although most models
incorporate a general language model to separate out common words (Lee et al., 2013; Paul, 2012;
Ritter et al., 2010), we do not learn it because we assume that many common words (e.g., function
words) are relevant to illocutionary acts.

Word embedding vector representations have also been researched as the outputs of latent states.
For example, Brychcín and Král (2017) represent an utterance as a weighted sum of word vectors
from GloVe2. Each utterance vector is generated from a Gaussian distribution that parameterizes
a latent state. This model has been shown to capture illocutionary acts effectively for short
utterances.

Illocutionary acts are not completely determined by preceding acts (Levinson, 1983), and this
difficulty can be overcome partly by modeling speaker preferences, as there is evidence that each
speaker has preferences for certain illocutionary acts (Appling et al., 2013). Joty et al. (2011)
model speakers as outputs generated by an HMM, but this structure makes it hard to adjust
the contribution of speaker preferences and may overestimate the influence of speakers. We
model speaker preferences more directly such that the preceding illocutionary act and the speaker
preferences together determine an utterance’s probability distribution over illocutionary acts.

One reason for the nondeterministic nature of illocutionary acts is that one utterance can
involve more than one act (Levinson, 1983); this is a similar concept to compound illocutionary
acts, suggesting that one language model per illocutionary may not be enough. Paul (2012)
represents latent states as mixtures of topics, but there is no one-to-one relationship between
states and illocutionary acts. Joty et al. (2011) assume that words are drawn individually from
a fixed number of language models specific to each illocutionary act. However, the speech act
theory (Searle, 1969) suggests that usually one sentence performs one elementary illocutionary
act and a propositional act of a certain type. So, we constrain each sentence in an utterance to one
language model, which represents a surface-level type of proposition. Thus, utterances, which
may consist of multiple sentences, are represented as a mixture of those types of propositions.

Word order in an utterance may play an important role in determining an illocutionary act,
as in the difference between “I am correct” and “am I correct”. Ezen-Can and Boyer (2015)
compute the similarity between utterances based on word order using a Markov random field and
cluster similar utterances to identify illocutionary acts. This model, however, does not consider
transitions between clusters.

Online conversations often have asynchronous, deeper than two-level tree structure (e.g., nested
replies). In Joty et al. (2011)’s model, individual reply paths from the first utterance to terminal
utterances are teased apart into separate sequential conversations by duplicating utterances.
However, this method counts the same utterance multiple times and requires an aggregation
method for making a final decision of the illocutionary act for each utterance. We address
multi-level structure without duplicating utterances.

2https://nlp.stanford.edu/projects/glove/
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Speaker
Preference

Transitions
between

Illocutionary
Acts

Language
Models

Unrelated to
Illocutionary

Acts

Multi-Level
Structure
Support

Mixture of
Language
Models for

Illocutionary
Acts

Brychcín and Král (2017) N Y - N N
Ezen-Can and Boyer (2015) N N - N N
Lee et al. (2013) N Y GD N N
Paul (2012) N Y G N Y
Joty et al. (2011) Y Y U Y Y
Ritter et al. (2010) N Y GD N N

Our model Y Y D Y Y

Table 3.1: Properties of baseline models. (G: general background, D: domain-specific, U:
unspecified)

The properties of the models explained so far are summarized in Table 3.1.

The relative importance of each structural component in a model may not be identical across all
corpora. Differences, especially as they are attributed to meaningful contextual variables, can be
interesting both practically and theoretically. One contribution of our work is to consider how
differences in these kinds of contextual variables lead to meaningful differences in the utility of our
different modeling assumptions. More typical work in the field has emphasized methodological
concerns such as minimization of parameter tuning, for example, by using a hierarchical Dirichlet
process to determine the number of latent illocutionary acts automatically (Lee et al., 2013; Ritter
et al., 2010) or by simply assuming that a word is equally likely to be related or unrelated to
an illocutionary act (Paul, 2012). While these efforts are useful, especially when maximizing
the likelihood of the data, searching for the optimal values of parameters for illocutionary
act recognition may allow us to better understand the contribution of each model component
depending on the characteristics of the dialogue, which in turn can inform future model design.

3.3 Model Design

Our model, CSM (content word filtering and speaker preferences model), is based on an HMM
combined with components for topical word filtering and speaker preferences. In the model, each
latent state represents an utterance-level compound illocutionary act as a mixture of language
models, each of which represents a sentence-level surface type of proposition; each sentence in an
utterance is assigned one such type. To filter topical words, there is a set of background topics
shared across dialogues, and each dialogue is assigned a background topic that underlies it.

A transition between states is defined on every parent-child (or, two consecutive) utterance
pair, supporting multi-level tree structure. The state of an utterance is dependent on both the
its preceding utterance’s state and its speaker. Speakers are specific to each conversation, i.e., a
speaker participating in multiple dialogues is treated as different speakers for different dialogues.
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Figure 3.2: Graphical representation. Shaded nodes represent observable variables.

The graphical representation of CSM is in Figure 3.2.

The formal generative process of dialogues is as follows:

• For each speaker a, draw a preference distribution over states πA
a ∼ Dir(γA).

• For each state s
B Draw a transition probability distribution over states πS

s ∼ Dir(γS).
B Draw a probability distribution over the types of propositions θ F

s ∼ Dir(αF).
• For each type of proposition t, draw a probability distribution over words φ F

t ∼ Dir(β ).
• For each background topic t, draw a probability distribution over words φ B

t ∼ Dir(β ).
• For the corpus, draw a distribution over background topics θ B ∼ Dir(αB).
• For each dialogue

B Draw a background topic zB ∼ Cat(θ B).
B For each utterance u, with its speaker au, its preceding utterance p, and the preceding

utterance’s state sp,
� Draw a state su ∼ Cat(νπS

sp
+(1−ν)πA

au
).

� For each sentence
� Draw a type of proposition zF ∼ Cat(θ F

su
).

� For each word
· Draw an indicator of “proposition-level type” or “background topic” l ∼
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Notation Meaning

NSS
i j Transition from state i to state j

NAS
i j Assignment of speaker i to state j

NSF
i j Assignment of state i to proposition-level type j

NB
j Assignment to background topic j

NFW
i j Assignment of proposition-level type i to word j

NBW
i j Assignment of background topic i to word j

Table 3.2: Descriptions of counter matrices.

Cat((η ,1−η)).
· If l is “proposition-level type”, draw a word w∼ Cat(φ F

zF ).
· If l is “background topic”, draw a word w∼ Cat(φ B

zB).

According to this model, topical words are separated out into background topics in several
ways. A background topic does not transition as frequently as the types of propositions do within
a dialogue. Accordingly, words that are consistently used across utterances in a dialogue are
likely to be clustered into the background topic zB, whereas words whose use is sensitive to the
previous state and the speaker are likely to be clustered into one type zF . However, this design
may cause common function words, such as pronouns, prepositions, and punctuations to be
separated out as well. Hence, η , the probability of a word being from a proposition-level type,
adjusts the degree of filtering. The higher the η value, the more likely words are to be generated
for a proposition-level type, and thus the more function words are included in proposition-level
types, leaving background topics with topical words. Hence, we may set η high if we believe
common words play an important role in determining the types of propositions in a corpus and
low otherwise. Background topics capture topical words underlying the entire corpus, as they are
shared across dialogues.

Speaker preferences are captured as a probability distribution over illocutionary acts (πA),
which, along with the preceding state, affects the probability of the current state. ν adjusts the
contribution of general transition tendencies between illocutionary acts (as opposed to the speaker
preferences); hence, the higher ν , the weaker the contribution of speaker preferences. So, we may
set ν low if each speaker is believed to have invariant preferences for certain illocutionary acts. If
there is not enough such evidence and the dialogue is driven without specific preferences of the
speakers, then we may set ν high. We find that different corpora have different optimal values of
ν depending on their nature.

We use collapsed Gibbs sampling for inference to integrate out πS, πA, θ F , θ B, φ F , and φ B.
Given dialogue text with speakers for each utterance, along with the hyperparameters, ν , and η ,
the Gibbs sampler estimates the following variables using count matrices explained in Table 3.2:

π
S
i j =

NSS
i j + γS

∑ j′(NSS
i j′ + γS)

,πA
i j =

NAS
i j + γA

∑ j′(NAS
i j′ + γA)
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θ
F
i j =

NSF
i j +αF

∑ j′(NSF
i j′ +αF)

,θ B
j =

NB
j +αB

∑ j′(NB
j′+αB)

φ
F
i j =

NFW
i j +β

∑ j′(NFW
i j′ +β )

,φ B
i j =

NBW
i j +β

∑ j′(NBW
i j′ +β )

.

We may use slice sampling (Neal, 2003) to estimate ν and η too, but the estimated values of ν

and η may not be optimal for illocutionary act recognition. We can also obtain state assignments
for utterances by taking a sample from the Gibbs sampler. Detailed derivation for Gibbs sampling
and the code are available online3.

3.4 Experiment Settings
This section describes our evaluation method and settings.

3.4.1 Task and Metrics
We evaluate our model in terms of accuracy in utterance-level compound illocutionary act recogni-
tion. Since the output of the model is assignments to latent states (not pre-determined illocutionary
act labels) for utterances, we use a clustering evaluation method, as adopted by previous work on
unsupervised modeling of illocutionary acts. Specifically, we use homogeneity, completeness,
and v-measure as metrics (Rosenberg and Hirschberg, 2007). Borrowing the original notations,
suppose there are N utterances, a set of true illocutionary acts C = {ci|i = 1, · · · ,n}, and a set
of learned clusters K = {k j| j = 1, · · · ,m}. Let ai j denote the number of utterances whose true
illocutionary act is ci and assigned cluster is k j. Homogeneity represents the degree to which
utterances assigned to the same cluster by the model share the same illocutionary act in the labeled
corpus. This measure is reflected in the conditional entropy of the illocutionary act distribution
given the proposed clustering H(C|K), which is 0 in the perfectly homogeneous case. Since the
range of this value depends on the size of each illocutionary act, it is normalized by the entropy of
the true illocutionary act distribution H(C). Following the convention of 1 being desirable and 0
undesirable, homogeneity is defined as:

h =

{
1 if |C|= 1 or |K|= 1
1− H(C|K)

H(C) otherwise,
,

where

H(C|K) =−
|K|

∑
k=1

|C|

∑
c=1

ack

N
log

ack

∑
|C|
c=1 ack

,

H(C) =−
|C|

∑
c=1

∑
|K|
k=1 ack

N
log

∑
|K|
k=1 ack

N
.

Completeness represents the degree to which utterances that have the same illocutionary act
according to the gold standard are assigned to the same cluster. This measure is identical to

3https://github.com/yohanjo/Dialogue-Acts
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CNET NPS

# dialogues 310 15
# utterances 1,332 10,567
# compound illocutionary acts 12 15
# domains 24 -
Median # utterances/dialogue 3 706
Median # words/utterance 51 2
Median # speakers/dialogue 2 94

Table 3.3: Corpora statistics.

homogeniety except that we measure entropies for K instead of C. Completeness is defined as:

c =

{
1 if |C|= 1 or |K|= 1
1− H(K|C)

H(K) otherwise,
,

where

H(K|C) =−
|C|

∑
c=1

|K|

∑
k=1

ack

N
log

ack

∑
|K|
k=1 ack

,

H(K) =−
|K|

∑
k=1

∑
|C|
c=1 ack

N
log

∑
|C|
c=1 ack

N
.

V-measure is the harmonic mean of homogeneity and completeness:

v =
2∗h∗ c

h+ c
.

These metrics are easy to interpret and have been demonstrated to be invariant to dataset size and
number of clusters. This enables a meaningful comparison of accuracy across different corpora.

3.4.2 Corpora and Preprocessing
We evaluate on two corpora: CNET and NPS Chat (see Table 3.3 for statistics).

CNET (Kim et al., 2010) is a set of post threads from the Operating System, Software, Hardware,
and Web Development sub-forums of CNET. This corpus is tagged with 12 compound illocutionary
acts at post levels, including Question-Question, Question-Confirmation, Answer-Add, Resolution,
and Other (Table 3.4). Note that question- and answer-related acts are two-level. Most posts are
tagged with one act; in case a post is tagged with multiple acts, we choose the first act in the
meta-data4. Each post was annotated by two annotators, achieving Cohen’s κ of 0.59.

Each post is considered an utterance and each thread as a dialogue. Each thread has only a few
posts (median 3) and involves a few speakers (median 2). There are total 310 dialogues and 1,332
utterances, covering such domains as hardware (e.g., drive, RAM, CPU, motherboard), networks,
operating systems, registry, and email. Since there are many URLs, email addresses, and numbers

4Some tagging systems, such as the DAMSL-style, break down an utterance that has multiple illocutionary acts.
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CNET NPS

Question-Question Accept
Question-Add Bye
Question-Confirmation Clarify
Question-Correction Continuer
Answer-Answer Emotion
Answer-Add Emphasis
Answer-Confirmation Greet
Answer-Correction Reject
Answer-Objection Statement
Resolution System
Reproduction yAnswer
Other nAnswer

whQuestion
ynQuestion
Other

Table 3.4: Compound illocutionary acts tagged in the corpora.

in text, we normalize them with special tokens using regular expressions, and conduct tokenization
with the Stanford PTBTokenizer included in Stanford Parser 3.7.05.

NPS Chat (Forsythand and Martell, 2007) is a set of dialogues from various online chat services.
This corpus is tagged with 15 compound illocutionary acts at turn levels, including Emotion,
System, and whQuestion (Table 3.4). The details of the annotation process is not available from
the original paper. But a naive Bayes classifier with 22 hand-crafted features achieved F1-scores
between 0 and 98.7 across the acts, and without the acts that scored 0 (due to too low frequency),
the average F1-score was 51.1.

Each turn is considered an utterance. There are total 15 dialogues and 10,567 utterances,
covering a wide range of casual topics in daily life. Each dialogue is long (median 706 utterances)
and involves many speakers (median 94). This corpus has already been tokenized, so we only
replace usernames with a special token. Dialogues in NPS have no reply structure, but we build in
multi-level tree structure, simply treating an utterance that mentions another user as a child of the
nearest utterance of the mentioned user. We compare the accuracy of the multi-level structure and
the original linear structure in Section 3.5.

3.4.3 Models and Parameters
We set the numbers of states and background topics to the numbers of illocutionary acts and
domains, respectively, if these numbers are available. For NPS, we search for the optimal number
of background topics between 1 and 2, because there are only a few dialogues. The optimal

5https://nlp.stanford.edu/software/lex-parser.html
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number of proposition-level types is chosen among multiples of five between the number of
states and four times the number of states, and the weights for state transition (ν) and foreground
topics (η) are chosen among multiples of 0.1. For Dirichlet hyperparameters, we use αF =
0.1,γA = 0.1,β = 0.001 to induce sparsity, and γS = 1,αB = 1 for the uniform distribution over
all configurations.

We randomly split each corpus into five groups and use three groups for training, one for
parameter tuning, and one for testing. We run 5-fold cross-validation and report the average
optimal parameter values and accuracy across the folds. The number of sampling iterations was
chosen such that the log-likelihood of the data has converged. For each fold, we take 10 samples
during inference on the test data with interval of 10 iterations and compute the mean and standard
deviation of the 50 samples from all folds.

We compare our model with the three most recent unsupervised models we surveyed. The
baseline models and settings are as follows.

Gaussian mixture HMM (Brychcín and Král, 2017), based on an HMM, has a characteristic
output representation: utterance vectors. These vectors are generated from Gaussian distributions
instead of using language models as in most existing models. After following their preprocessing
steps, we trained the model on the training data, chose the optimal word vector dimensionality on
the validation data (among 50, 100, 200, and 300, as used in the original model), and performed
inference on the test data. We used the original source code from the authors for training and
modified the code for inference.

MRF-based clustering (Ezen-Can and Boyer, 2015) considers word order within an utterance
to calculate similarity between utterances using an MRF. Then k-medoids clustering is conducted
based on the similarity scores, resulting in clusters that represent illocutionary acts. The similarity
score between two utterances is asymmetric, so we took the average value of each direction and
inversed it to obtain the distance between two utterances. We trained the model on the training
data, chose the optimal parameter values (λi,λt ,αd in the original paper) on the validation data,
and assigned clusters to the test data. We implemented the algorithm since the original code was
not available.

HDP-HMM (Lee et al., 2013) is based on an HMM, and each word comes from either the
state-specific, general background, or domain-specific language model. HDP-HMM automatically
decides the number of states using a hierarchical Dirichlet process, but we manually set the
number of illocutionary acts in our experiment, assuming that we know the number of the acts of
interest. We trained the model on the training data and performed inference on the test data; the
validation data was not used since there are no parameters to tune. We used the original source
code from the authors for training and modified the code for inference.

3.5 Results

The accuracy of illocutionary act recognition in terms of homogeneity, completeness, and v-
measure on both corpora is summarized in Table 3.5. We also tested the following configurations:
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CNET NPS
Model H C V H C V

Brychcín and Král (2017) .13± .00 .09± .00 .10± .00 .24± .10 .33± .06 .28± .08

Ezen-Can and Boyer (2015) .03± .00 .37± .00 .05± .00 .26± .00 .33± .00 .28± .00

Lee et al. (2013) .09± .03 .16± .03 .11± .03 .36± .02 .28± .02 .31± .02

CSM .24± .03 .38± .04 .29± .03 .35± .04 .31± .04 .33± .04

CSM + Domain .27± .02 .33± .11 .29± .05 N/A
CSM – Speaker .24± .03 .38± .04 .29± .03 .21± .03 .19± .05 .20± .04

CSM – Multi-level .23± .04 .33± .06 .27± .04 .35± .02 .30± .04 .32± .03

CSM – Background Topics .15± .03 .11± .02 .12± .02 .35± .04 .31± .04 .33± .04

Table 3.5: Accuracy of illocutionary act recognition (the higher the better). Smaller numbers
are population standard deviations (H: homogeneity, C: completeness, V: v-measure). Optimal
parameter values for CSM: # proposition-level types=34, η = .86, ν = 1.00 for CNET and #
proposition-level types=35, η = 1.00, ν = 0.58 for NPS.

• CSM + Domain uses true domain labels when learning background topics by forcefully
assigning a dialogue the background topic corresponding to the true label.

• CSM – Speaker does not use speaker preferences, by setting ν = 1.
• CSM – Multi-level ignores multi-level structure; that is, utterances in each dialogue are

linearly ordered by time.
• CSM – Background Topics uses only one background topic.

Overall, our model performs significantly better than the baselines for CNET and marginally
better for NPS. The baseline models show a large variance in performance depending on the
characteristics of the corpus. In contrast, our model has a low variance between the corpora,
because the topical word filtering, distinction between utterance-level illocutionary acts and
sentence-level types of propositions, and speaker preferences complement one another to adapt to
different corpora. For example, topical word filtering and the distinction between illocutionary
acts and proposition-level types play more significant roles than speaker preferences on CNET,
whereas their effects are reversed on NPS. The details will be described later with qualitative
analyses.

There may be several reasons for the poor performance of the baseline models on CNET.
First, in our model, each illocutionary act (latent state) is a probability distribution over different
types of propositions, which better characterizes compound illocutionary acts, especially for
long utterances in CNET. The utterances in CNET may be too complex for the baseline models,
which use a simpler representation for compound illocutionary acts. Another reason for the low
performance could be that the baseline models do not filter out topical words as our model does.

In the remainder of this section, we describe our qualitative analysis on the results. All examples
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Topic Top 5 words

BT0 drive partition drives partitions c
BT1 router wireless network connected connection
BT2 vista camera canon windows scanner
BT3 drive ipod touch data recovery
BT4 speakers firewall sound still no
BT5 / \blaster dos drive
BT6 windows cd i xp boot
BT7 page xp sp3 ! content
BT8 ram mhz 1gb 512mb screen
BT9 his rupesh to company he
BT10 xp drive drivers new hard
BT11 tv port cpu motherboard grounded
BT12 file files copy external mac
BT13 “ password flash ##NUMBER## ?
BT14 fan fans cpu case air
BT15 ram card 2.4 graphics nvidia
BT16 registry file shutdown machines screen
BT17 div site % ie6 firefox
BT18 printer sound would card contact
BT19 hosting web hostgator they host
BT20 ubuntu linux memory boot reader
BT21 mac compression archive format trash
BT22 bluetooth router wireless laptop 802.11
BT23 email address account mail bounce

Table 3.6: Background topics learned from CNET.

shown in the analysis are from the result with the optimal parameter values for the first fold.

Filtering topical words: Our model effectively separates topical words from words that are
related to proposition-level types, even without using the domain label of each dialogue. As
an example, the background topics learned by our model from CNET are shown in Table 3.6.
These topics are clearly related to the subjects of the forum, rather than reflecting specific types of
propositions, and the topics are distinctive from one another and cohesive in themselves.

The main purpose of learning background topics is to better identify illocutionary acts by
filtering out topical words in characterizing proposition-level types. The learned background
topics serve this purpose well, as including these topics in the model increases v-measure by 0.17
(CSM vs. CSM – Background Topics). It is also promising that the background topics learned
without domain labels perform as well as when they are learned with domain labels (CSM vs.
CSM + Domain), because domain labels may not always be available.
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proposition-level Type Top Words

Environments (FT20) . i a ##NUMBER## and have -rrb- xp -lrb- : windows my is the dell vista
Error msgs (FT12) . the # * messages / : it log
Asking (FT19) any help you ? ! . appreciated i suggestions
Thanking (FT17) thanks . for the ! in advance help your all response
Problem (FT8) : \file is the c corrupted following missing or error
Wishes (FT14) . bob good luck
Reference (FT5) ##URL##
Praise (FT1) . thank you ˜ sovereign , and are excellent recommendations
Explanation (FT10) the . to , i and a it you is that of

(a) Proposition-level types learned from CNET.

Proposition-level Type Top Words

Wh question (FT7) ##USERNAME## ? how you are u good is round where who . ??
Wh question (FT27) ##USERNAME## ? you i u what how , ok ’m for up do have
YN question (FT1) chat any wanna / me pm to ? anyone f guys m want here
Greeting (FT5) ##USERNAME## hi hey :) hello wb ! ... hiya ty
Laughing (FT0) ##USERNAME## lol lmao yes ! hey up !!!! ?
Laughing (FT12) lol ##USERNAME## haha ! brb omg nite hiyas hb :p !!! . ha lmfao
Emotion (FT30) ok ! im lol my its in " ... oh always
System logs (FT25) part join

(b) Proposition-level types learned from NPS.

Table 3.7: Proposition-level types learned from the corpora.

Common words play an important role in distinguishing different surface types of propositions
in CNET as indicated by the high optimal value of η = 0.86 (the probability of a word being
drawn from a proposition-level type). The higher η means more common words are included
in proposition-level types, leaving background topics with highly topical words (Section 3.3).
The high η is evidence contrary to the common practice of designating a general background
topic to filter out common words and assuming that a word is equally likely to be related to an
illocutionary act or a background topic (Lee et al., 2013; Paul, 2012).

The effectiveness of our method of separating background topics turns out to diminish when
there are no consistent conversational topics within and across dialogues as in NPS. Our model
learns not to use background topics (η = 1) for NPS, because background topics may filter out
common words that occur more consistently throughout a dialogue than topical words do.

Mixture of proposition-level types: As a consequence of filtering out topical words, the learned
surface types of propositions reflect various types of propositions that characterize compound
illocutionary acts in each corpus. Some of the learned types from CNET are shown in Table 3.7a.
They capture important types that constitute compound illocutionary acts that are assigned to
each post in CNET. For example, Question-Question is a compound illocutionary act that often
starts a dialogue, and conducting this act typically includes types, such as explaining the system
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environment and situation, asking a question, and thanking, as shown in the following post:

“I am currently running Windows XP Media Edition on a 500G hard drive.”
(FT20) / “I want to move my XP to it’s own partition, move all of my
files(music, games, work) to another, and then install the Windows 7 beta on
another partition.” (FT10) / “I don’t know if this is possible or not, but I have
access to Partition Magic 8, and am wondering if I can do it with that or not.”
(FT10) / “I am not worried about installing 7 on another partition, but am
not sure if I can move my files onto a separate one while keeping XP intact.”
(FT10) / “Any help is great, thank you.” (FT17)

Likewise, the compound illocutionary act Answer-Answer includes such types as wishes or URLs,
as in the posts:

“Simple - Download and install the Vista Rebel XT drivers from canon usa.com.”
(FT10) / “Once installed...........go to camera menu and switch the commu-
nication to Print/PTP.” (FT10) / “Don’t forget to switch it back if you’re
connecting to an XP machine.” (FT10) / “Good Luck” (FT14)

http://forums.microsoft.com/MSDN/ShowPost.aspx?PostID=1996406&amp;SiteID=1
(FT5)

When a problem is resolved, the illocutionary act of Resolution may be performed with thanking
and praising:

“Excellent summary Thank you.” (FT1) / “Sounds like at some point it’s
worth us making the transition to a CMS...” (FT10)

FT10 seems like general explanations and statements that do not belong to any other types
specifically. Modeling each compound illocutionary act as a mixture of different surface types of
propositions is effective for CNET, as our model beats the baselines significantly.

The types learned from NPS also reflect those that characterize compound illocutionary acts in
the corpus (Table 3.7b). Distinguishing compound illocutionary acts and proposition-level types
is not beneficial for NPS, probably because each utterance is short and usually contains only one
type of proposition. As a consequence, the model has difficulty grouping different surface types
of propositions into compound illocutionary acts; for CNET, on the other hand, proposition-level
types that co-occur in the same utterance tend to cluster to the same state.

It is worth noting that some proposition-level types learned represent rather topical clusters.
However, they do not have undue influence in our model.

Speaker preferences: Speaker preferences substantially increase the v-measure by 0.13 for
NPS (CSM vs. CSM – Speaker). Notably, speaker preferences complement the mixture of
proposition-level types, which is not good at clustering related proposition-level types into the
same compound illocutionary act for short utterances. More specifically, when each speaker is
modeled to have sparse preferences for illocutionary acts (i.e., states), proposition-level types
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used by the same speaker, often representing the same illocutionary act, tend to cluster to the
same state.

Speaker preferences also capture the characteristic styles of some speakers. Among speakers
who are found to have sparse preferences by our model, some actively express reactions and
often mark laughter (FT12). Others frequently agree (FT0), greet everyone (FT5), or have many
questions (FT7, FT27). Accordingly, the model finds a relatively high optimal weight for speaker
preferences in NPS (ν = 0.58).

In contrast, CNET benefits little from speaker preferences (ν = 1), partly because there is
not enough information about each speaker in such short dialogues. Speakers also show little
preference for illocutionary acts as their granularity is too fine in the corpus. For instance, while
a thread initiator tends to ask questions in successive posts, these questions are annotated as
different illocutionary acts (e.g., Question-Question, Question-Add, Question-Confirmation, etc.)
depending on the position of the post within the thread.

Multi-level structure: Our model’s ability to account for multi-level structure improves the
accuracy of illocutionary act recognition for both corpora (CSM vs. CSM – Multi-level). For
NPS, where multi-level structure is not explicit, this improvement comes from simple heuristics
for inferring multi-level structure based on user mentions.

Limitations: A main limitation of the model is that a set of short and similar sentences can
have too high influence, forming a proposition-level type that simply reflects these sentences. The
reason is that, in our model, all words in the same sentence are assigned to the same proposition-
level type. This assignment is based on the similarity of words in a sentence to other sentences
in the same proposition-level type, and short sentences often find similar sentences more easily
than long sentences do. Therefore, learned types tend to be characteristic of short sentences that
are similar enough to form separate types. As a result, long sentences may be lumped to a small
number of “garbage” types without reflecting their distinctive roles.

Another notable limitation is our assumption that one dialogue has one background domain.
While this assumption holds quite well for CNET, it does not hold for NPS and perhaps other
dialogues that do not discuss a cohesive topic. To rectify this issue, we could consider the new
modeling assumption that even background domains change over time within a dialogue but more
slowly than illocutionary acts. We leave this direction to future work.

3.6 Conclusion
We have presented an unsupervised model that learns the language models of different surface
types of propositions underlying given dialogues. The assumption that a compound illocutionary
act is a mixture of proposition-level types helped identify latent compound illocutionary acts
better. The model separates out topical words to better characterize main types of propositions
and also incorporates speaker preferences. We find that different characteristics and nature of
dialogue require different modeling assumptions. Whereas the baseline models show a large
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variance in performance across the evaluation corpora, our model is robust for both CNET and
NPS corpora due to the model components complementing one another. Specifically, topical word
filtering is found to be effective when each dialogue has a consistent conversational topic, and
modeling a compound illocutionary act as a mixture of proposition-level types is beneficial for
long utterances. Speaker preferences are found to be helpful when speakers have characteristic
preferences for illocutionary acts. These findings, in addition to the fact that many common words
are not filtered out as background, may help inform future model design.

65



Chapter 4

Analyzing Surface Types and Effects

Using the CSM model from Chapter 3, which learns various surface types of propositions
(henceforth, surface types) underlying dialogue, in this chapter we apply it to four corpora of
argumentative dialogue with two main goals:

• Identifying what surface types are common and consistently occurring across argumentative
dialogue with different domains and goals.

• Analyzing how these surface types are associated with argumentation outcomes.

We first apply CSM to discussions among Wikipedia editors, political debates on Ravelry, per-
suasion dialogues on ChangeMyView, and the 2016 U.S. presidential debates among candidates
and online commentary on Reddit. Based on the surface types learned from the four corpora,
we identify 24 generic surface types in argumentation that occur consistently across the corpora.
Next, we conduct four case studies using these corpora to examine how different surface types are
associated with argumentation outcomes. We reveal that use of certain surface types has strong
correlations with different argumentation outcomes.

4.1 Introduction

While various rhetorical strategies in argumentation have been studied intensively in rhetoric,
marketing, and communication sciences, less has been studied about a comprehensive list of
such strategies in a bottom-up fashion. We assume that surface types represent such strategies
(e.g., using numbers and statistics, making comparisons) and identify surface types occurring
across argumentative dialogue in an empirical and data-driven way. The results contribute to the
literature of generic strategies in argumentation.

Our approach also allows for quantitative analysis of these strategies. We conduct four case
studies that examine how these surface types are associated with argumentation outcomes. In the
first study, we analyze five different roles of Wikipedia editors reflected in surface types they use
often. The association between these roles and the success of editing is examined, revealing how
the use of certain surface types correlates with successful editing in Wikipedia.
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In the second study, we investigate surface types that are often perceived as “inappropriate”
in political debates on Ravelry. We identify high-risk surface types (e.g., argument evaluation,
expression of feelings) that are likely to lead the containing post to be moderated. Using these
surface types as a lens, we also reveal that moderators in the forum have biases against minority
opinions.

In the third study, we examine the association of surface types and the success of persuasion. We
identify the effectiveness of surface types when used by persuadees and when used by persuaders
(e.g., expression of confusion by the persuadee and using definitions by the persuader are positively
correlated with successful persuasion). In addition, we further analyze the effectiveness of the
interactions of surface types between the persuadee and persuader (e.g., the persuadee presenting
statistics, followed by the persuader presenting a reference is positively correlated with successful
persuasion).

In the fourth study, we analyze the association between surface types and the formation of pro-
and counter-arguments. We look at the surface types of premises and show that some surface
types have a strong tendency to be used for either pro-argument or counter-argument.

Before we go into details, we present the full list of surface types learned from the corpora in
Table 4.1.

4.2 Data
We use four corpora of argumentative dialogue: Wikipedia discussions, online political discussions
on Ravelry, ChangeMyView discussions, and the 2016 U.S. presidential debates and online
commentary. These corpora cover different domains and have different goals (e.g., persuasion,
winning votes, accomplishing a collaborative task, and sharing opinions). A brief summary of
these corpora is as follows:

• Wikipedia: Discussions among Wikipedia editors on Wikipedia talk pages. The discussions
focus on how to edit an article, where the goal is to make optimal edits on Wikipedia articles
in a collaborative way.

• Ravelry: Argumentative discussions on the Ravelry Big Issues Debate forum. The dis-
cussions are mainly around political issues, where the goal is to discuss political opinions
mostly for fun.

• ChangeMyView: Argumentative dialogues from the ChangeMyView subreddit. The dia-
logues cover a wide range of issues, where the goal is to change other users’ viewpoints.

• US2016: 2016 U.S. presidential debates and online commentary on Reddit. The dialogues
cover mostly political issues, where the goal is to sway votes.

4.2.1 Wikipedia Discussions
Wikipedia talk pages are explicitly designed to support coordination in editing of their associated
article pages; they are not stand-alone discussion forums. We extracted all versions (revisions)
of English Wikipedia articles from 2004 to 2014 and removed much of the Mediawiki markup
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Figure 4.1: Example of a BID post that was also moderated. (A) shows the tags associated with
the post. The text of the post that was crossed out (B) was not crossed out by the original poster
but by the moderators after judging the text as a violation of the rules of BID. (C) gives the
moderators’ reasoning for how the post violates the rules of BID. Note that although the post was
moderated, more users in the group agree with the post than disagree.

using the Java Wikipedia Library (JWPL) (Ferschke et al., 2011). The most recent revisions of
talk pages corresponding to the articles were split into turns using paragraph boundaries and edit
history. We grouped discussion posts under the same section headings as discussion threads. We
sampled 100,000 articles with talk page discussions and filtered to include discussion threads with
2 or more participants who made edits to the article page from 24 hours before the discussion
began to 24 hours after the discussion ended. Discussion thread beginnings and endings are
defined as the time of the first post and last post, respectively. Statistics on our discussion dataset
can be seen in Table 4.2.

Number of articles 7,211
Number of utterances 161,525
Number of discussion threads 21,108
Average #editors/discussion 2.52

Table 4.2: Statistics of the Wikipedia corpus.

4.2.2 Ravelry Big Issues Debate
Ravelry is a free social networking site for people interested in the fiber arts, such as knitting,
crocheting, weaving, and spinning. With over 7.5 million users in December 20171, Ravelry is one
of the largest active online communities that has been relatively understudied. While the broader
Ravelry community is primarily focused on the fiber arts, social participation on Ravelry centers
around tens of thousands of user-created and -moderated subcommunities, called groups. Groups
act as discussion boards centered around a certain theme. Any user on Ravelry can create a group
covering any variety of topics, special interests, or identities, which may or may not be related to

1https://www.ravelry.com/statistics/users
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the fiber arts. For example, Men Who Knit provides a space for men, an underrepresented group
in the fiber arts, while Remrants allows users to post rants about nearly any aspect of their lives.

Our study focuses on the Big Issues Debate group on Ravelry. Big Issues Debate, commonly
referred to as BID, is described as a space “for everyone who likes to talk about big issues:
religion, politics, gender, or anything that is bound to start a debate”. Receiving over 3,500 posts a
month, BID is the largest group dedicated to political and social issues and one of the most active
groups overall on Ravelry2.

Debates on BID begin with a user creating a thread and posting their view on an issue. Other
users post responses to the original user’s post or to other posts in the thread. An example BID
post is given in Figure 4.1. Every post in the thread, including the original post, has a set of six
associated tags (Figure 4.1, A) that users can interact with: educational, interesting, funny, agree,
disagree, and love. Clicking on one of the tags allows a user to anonymously increase the value
of a particular tag once per post, though these values do not affect the order in which posts are
displayed.

There are three officially recognized and regulated formats of debate on BID: Order (default
debate format), Rigor (stronger standards for sourcing/citations), and BID (discussion about
policies and practices on BID). Thread creators can choose which format they want their debate to
be in by tagging it in the thread title (e.g. “ORDER - Media Responsibility in Politics”, “RIGOR:
Bigotry and the 2016 US presidential race”). If not tagged, the thread is assumed to be in the
Order format. In all of the recognized formats on BID, users are expected to follow these rules:

1. Abide by Ravelry’s Community Guidelines and Terms of Service.
2. No personal attacks.
3. Behave civilly.
4. Debate the topic, not the person.
5. Do not bring in other groups, users not participating in the debate or baggage from one

thread to another thread.
6. Don’t derail the thread.

Within a discussion thread, users can flag another user as being in violation of one of the 6 main
rules. Whether or not a post is flagged is only public to the moderation team, the user who made
the flag, and the user who received the flag. Moderators then judge whether flagged posts are in
violation of the BID rules. If the post is judged to be in violation of the rules, it is hereinafter
referred to as moderated. In almost all cases, moderated posts are kept visible, but the offending
part of the post is crossed out with a strikethrough (Figure 4.1, B). Moderators are also expected to
give reasons for why a post was moderated (Figure 4.1, C), though they do not post their username.
Users who repeatedly make offensive posts may have posting privileges suspended for a period of
24 hours or banned from the group for a longer period of time based on severity of the offense.
Moderators may also delete posts, but this is only practiced in the Ask the Mods thread (where
only specific types of posts are allowed) or in cases of “extreme spam”3. One key limitation on
moderator privileges is that moderators cannot participate in debate threads they moderate, which

2https://www.ravelry.com/groups/search#sort=active
3https://www.ravelry.com/groups/big-issues-debate/pages/Information-on-Moderation-for-Members
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prevents moderators from making explicit decisions against users they are debating.

Post data was scraped from the Big Issues Debate group on Ravelry from the beginning of the
group in October 16, 2007 until June 6, 2017, including posts from threads that were publicly
archived by the moderators and ignoring posts that were deleted. For each post, we collect its
thread number, title, post number, author, date of creation, and the value of its tags on June 6,
2017. We also determined whether the post was moderated. We consider a post to be moderated if
it contains the phrase “mod post”, “mod edit”, or “this post was moderated for”, which all signal
that a moderator has edited the post for inappropriate behavior. Moderators are expected to cross
out the portions of text that were judged to have violated the BID rules, so in almost all cases we
can recover the original text of the post that was moderated. We remove the very few “moderated”
posts that do not have any portions that have been crossed out from our dataset, as we cannot
ensure that these posts still contain the original behavior that they were moderated for. Some
statistics of our final dataset from BID are shown in Table 4.3.

Dialogues 4,213
Utterances 350,376
# Utterances/dialogue 83.2 (average)
# Users 3,320

Table 4.3: Statistics of the Ravelry corpus.

4.2.3 ChangeMyView Discussions

Our next corpus is online discussions from the ChangeMyView (CMV) subreddit4. In this forum,
users post their views on various issues and invite other users to challenge their views. If a
comment changes the original poster (OP)’s view, the OP acknowledges it by replying to the
comment with a ∆ symbol. An example post and a comment that received a ∆ is shown in Figure
4.2.

The goal of this subreddit is to facilitate civil discourse. The high quality of the discussions
in this forum is maintained based on several moderation rules, such as the minimum length of
an original post and the maximum response time of OPs. OPs who show a hostile attutude to
new perspectives are also moderated. As a result, CMV discussions have been used in many NLP
studies (Chakrabarty et al., 2019; Morio et al., 2019; Jo et al., 2018; Musi, 2017; Wei et al., 2016;
Tan et al., 2016).

We scraped CMV posts and comments written between January 1, 2014 and September 30,
2019, using the Pushshift API. We split them into a dev set (Jan 2014–Jan 2018 for training and
Feb 2018–Nov 2018 for validation) and a test set (Dec 2018–Sep 2019), based on the ratio of
6:2:2.

In order to see what issues are covered in this forum, we categorized the posts into domains
using LDA. For each post, we chose as its domain the topic that has the highest proportion after

4https://www.reddit.com/r/changemyview
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Figure 4.2: An example post and comments from ChangeMyView. User Canada_Constitution
made a comment to the OP’s post, and the OP (TofuCandy) gave this user a ∆, indicating the
comment changed the OP’s view.

72



Domain % Domain % Domain % Domain %

media 5 race 4 tax 3 food 3
abortion 4 family 4 law 3 power 3
sex 4 life 4 money 3 school 3
election 4 crime 4 drug 3 college 3
reddit 4 relationship 3 war 3 music 2
human 4 movie 3 religion 3 gun 2
economy 4 world 3 job 3 israel 2
gender 4 game 3

Table 4.4: Domain distribution in the CMV corpus. 10 LDA topics were excluded as they are
irrelevant to discussion issues.

Threads 3,207 (∆-awarded: 1,361)
Utterances (posts or comments) 204,679 (∆-awarded: 2,748)
# Utterances/thread 63.8 (average) / 37.0 (median)
# Users 28,062

Table 4.5: Statistics of the CMV corpus.

standardization; topics comprising common words were excluded. We tried different numbers
of topics (25, 30, 35, 40) and finalized on 40, as it achieves the lowest perplexity. This process
resulted in 30 domains (after excluding 10 topics comprising common words): media, abortion,
sex, election, Reddit, human economy, gender, race, family, life, crime, relationship, movie, world,
game, tax, law, money, drug, war, religion, job, food, power, school, college, music, gun, and
Jewish (Table 4.4).

Some statistics of the final corpus are shown in Table 4.5.

4.2.4 2016 U.S. Presidential Debates

Our next corpus is the transcripts of the 2016 U.S. presidential debates and online commentary
on Reddit (Visser et al., 2019). The corpus contains debates for the primaries of the Republican
(on August 6, 2015) and Democratic parties (on October 13, 2015), and for the general elections
(September 26, 2016); the transcripts are from the American Presidency Project. Each debate is
split into mini “dialogues” based on the topic. The corpus also contains online commentary on
Reddit. This commentary is a compilation of sub-threads on Reddit that were (i) created during
the debates, (ii) longer than four turns, (iii) directly relevant to the debates, and (iv) argumentative
(rather than phatic) based on manual inspection. The dialogues in this corpus are annotated with
asserted propositions and their relations in terms of support and attack (Figure 4.3). Each instance
has been annotated by two annotators, achieving Cohen’s κ of 61.0 across the corpora. We cleaned
up the corpus, and some statistics of the resulting data are shown in Table 4.6.
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12 Visser et al.

Fig. 3 Screen-shot of the OVA annotation software; the four numbered labels indicate, re-
spectively, the menu bar [1], the original text [2], the annotation graph [3], and the navigation
overview of the full argument map [4]

Republican and Democratic parties, and for the general elections. Our cor-
pus contains annotated transcripts of the first Republican candidates debate
for the primaries on 6 August 2015 in Cleveland, Ohio (Peters and Woolley,
2015b), the first Democratic candidates debate for the primaries on 13 October
2015 in Las Vegas, Nevada (Peters and Woolley, 2015a), and the first general
election debate on 26 September 2016 in Hempstead, New York (Peters and
Woolley, 2016).

The Reddit material was manually retrieved from the Reddit website. To
put some boundaries on the size of the relevant discourse on Reddit, we only
took into account the mega-thread(s) that corresponded to the respective tele-
vision debate while it took place. Every 30 minutes a new mega-thread was
created on Reddit. From this abundance of discursive material, we selected
sub-threads corresponding to specific time windows on the basis of the degree
of dialogical interaction in the television debate.

For example, there was high dialogical interaction (expected to foster more
argumentative online reaction) in the first general election television debate
during the time window between 1:58:45 AM UTC and 2:05:45 AM UTC. We
then selected sub-threads on Reddit which were posted between 1:58:45 AM
UTC and 2:05:45 AM UTC. The thread and turn structures of the Reddit
material were preserved while selecting the sub-threads that encompassed at

Figure 4.3: An example of the US2016 corpus (Fig. 3 in the original paper (Visser et al., 2019)).
(1) is the annotation menu bar, (2) is the original dialogue text, (3) is annotations (on the left
is asserted propositions and their relations—Default inference (support) and Default Conflict
(attack); on the right is locutions in the dialogue), and (4) is a navigation tool.
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Dialogues 369
Utterances 3,021
# Utterances/dialogue 8.2 (average) / 6.0 (median)
# Speakers 32 for debates (excluding Reddit users)

Table 4.6: Statistics of the US2016 corpus used in this chapter.

4.3 Surface Types in Argumentative Dialogue

In this section, we apply CSM on the four corpora to identify surface types in these corpora. We
first describe the model settings and then present the results.

4.3.1 Model Settings

Model Variants: For the CMV and US2016 corpora, we use CSM as it was introduced in
Chapter 3. For the Wikipedia and Ravelry corpora, we slightly modify CSM to better incorporate
the properties of these corpora.

For the Wikipedia corpus, the discussions on talk pages are centered around the content of the
actual article pages. In other words, the content of the article pages can be thought to serve as
background topics on top of which the discussions are conducted. Hence, we run a separate LDA
model (Blei et al., 2003)5 to learn 100 topics from article sections. Then, for each discussion on
talk pages, we assume that the probability distribution over background topics is the probability
distribution over LDA topics of the corresponding article section. The modified model is illustrated
in Figure 4.4a, and the generation process is modified as follows:

• For each word
B Draw an indicator of “surface type” or “background topic” l ∼ Cat((η ,1−η)).
B Draw a background topic zB ∼ Cat(θ B), where θ B is a probability distribution over

LDA topics for the article section.
B If l is “surface type”, draw a word w∼ Cat(φ F

zF ).
B If l is “background topic”, draw a word w∼ Cat(φ B

zB).

For the Ravelry corpus, each post (or comment) has a label of whether it has been moderated
or not. We assume that some surface types may contribute to moderation, and we hope that the
learned surface types reflect this phenomenon. Hence, the model encodes that the probability of
an utterance being moderated is computed by logistic regression where explanatory variables are
the probabilities of surface types in the utterance. The modified model is illustrated in Figure 4.4b,
and the following step is added to the generation process:

• For each utterance u with its surface types zF ,
B Draw an outcome measure y∼ P(y = 1|w,zF) = σ(w>z̄F),

5We used the MALLET library from http://mallet.cs.umass.edu.
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where z̄F is normalized frequencies of surface types in zF , w is a weight vector over surface types,
and σ(·) is the sigmoid function. w is optimized in every iteration of the inference phase.

Speakers: For CMV, one thing we are interested in is how surface types are associated with
persuasion. We assume that OPs, successful challengers, and unsuccessful challengers may
have characteristic preferences for certain surface types. Hence, instead of treating individual
users separately, we define three aggregate “speakers” for these three categories. A user is
classified as the OP only for the threads where this user is the OP; for the other threads, the user is
classified as the Successful Challenger if the user receives a ∆ or as the Unsuccessful Challenger
otherwise. Assuming the three hypothetical speakers helps to learn surface types that reflect
potential differences across these three categories of users.

For the other corpora, individual speakers are treated as separate speakers. For the US2016
corpus, however, we introduce an aggregate user Commentator for all Reddit users, assuming that
online commentators have characteristic preferences for certain surface types.

Input Unigrams: For CMV, US2016, and Ravelry, we obtain model input unigrams using the
following preprocessing:

• Each token is converted to its lemma.
• Based on dependency parses, negated words are prefixed with “NOT_” and negating words

(e.g., “not”, “never”) are removed.
• URLs are normalized to a special token.
• Numbers are normalized to a special token.

For the Wikipedia corpus, we skip this preprocessing and just use raw tokens from tokenization,
because background topics are already given by LDA.

Other Parameters: Other model parameters are summarized in Table 4.7. We explored various
values for the number of surface types, the number of background topics, the number of states, η ,
and ν . In order to choose the optimal parameter values, we first filtered top two configurations
based on the likelihood of the data, and then chose the final one based on the interpretability of
surface types. We did not conduct extensive parameter exploration for the Wikipedia corpus.

4.3.2 Result
Some surface types learned by the model are rather topical and domain-specific (e.g., money,
jobs). Although these types may be meaningful for specific corpora and for specific tasks, our
main interest is in surface types that are less topical and more generic to argumentation. Hence,
we filtered such surface types through manual inspection and categorized them into 24 surface
types shown in Table 4.1.

The first group of surface types is related to questioning and moderation. Question propositions
generally include wh-adverbs and the question mark, and are used to express questions. This
surface type roughly corresponds to underspecified propositions in the speech act theory (Searle,
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Figure 4.4: Variants of CSM for the Wikipedia and Ravelry corpora.
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CMV US2016 Wikipedia Ravelry

Speakers OP, Successful
Challenger,

Unsuccessful
Challenger

Individual
debaters,

Commentator

Individual editors Individual users

Model CSM CSM CSM +
background topics

CSM +
moderation label

# Surface Types 20, 30, 40 20, 30, 40 20 20, 30, 40
# Background Topics 40, 50, 60 10, 20, 30 100 40, 50, 60
# States 10, 20 10, 20 5 10, 20
η 0.25, 0.5, 0.75 0.25, 0.5, 0.75 0.75 0.25, 0.5, 0.75

ν 0.25, 0.5, 0.75 0.25, 0.5, 0.75 0.75 0.25, 0.5, 0.75

# Iterations 500 3,000 10,000 500

Table 4.7: Model settings for identifying surface types. Bolds are the values finally chosen.

1969); for example, the question “What is your name?” is viewed as having the underspecified
proposition “Your name is (underspecified)”, in which the underspecified part may be replaced
with an wh-adverb in our case. Answer Elicitation propositions elicit questions from other people,
and Agenda propositions describe the structure of the dialogue. Meta-Argumentation propositions
usually reflect on the argumentation and are common only in the Ravelry corpus.

The second group of surface types is related to feelings. Feeling propositions express feelings
and often consist of short interjectives (e.g., “lol”). While such interjectives may not be seen as
propositional content technically, we interpret them as describing the speaker’s feelings and thus
include them as a surface type. Thanks propositions express gratefulness. They can be seen as a
subset of Feeling, but we distinguish between the two types because the model usually does so,
probably due to the characteristic and frequent uses of thanking.

The third group of surface types is related to data. Number propositions include specific numbers
and measurements. Source propositions contain URLs and other references. Sometimes, they are
composed of a simple URL; a URL may not be seen as a proposition technically, but we interpret
it as indicating that the specified reference has necessary information. These two surface types are
highly common across the corpora. Policy Reference propositions appear mostly in Wikipedia
discussions, where editors refer to specific Wikipedia policies to determine if certain text in an
article violates Wikipedia norms. Source Validity propositions mention the validity of a source.

The fourth group of surface types is related to juxtaposition. Comparison propositions compare
multiple objects, and Difference propositions point out that there is a difference or a distinction
should be made between multiple objects. These types may not be dominant in argumentative
dialogue, but they occur in the two largest corpora. Choice propositions enumerate multiple
choices.

The fifth group of surface types is related to tense and imperative mood. Prediction and History
propositions each describe future and past events, respectively. Normative propositions express
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imperative mood, indicating something is needed or should be carried out.

The sixth group of surface types is related to disagreement. Disagreement propositions directly
express disagreement on a statement and are common across the corpora. Confusion propositions
do not directly disagree, but indirectly express confusion. Negated Expression propositions
use negation; they may not explicitly express disagreement or confusion. Argument Evaluation
propositions are evaluation on an argument (usually the hearer’s argument).

The seventh group of surface types is related to meaning. Meaning propositions point out the
definition or meaning of a term or someone’s speech. This type is common across many corpora.
Quotes propositions use quotation marks. They are used for many purposes, such as emphasizing
some words or expressions, and indicating commonly named terms or improperly named terms.

The eighth group of surface types is related to addressees. I propositions mention first-person
singular nouns, often expressing the speaker’s own stories or thoughts. On the other hand, You
propositions mention second-person singular nouns, directly addressing the hearer.

In the following four sections, we study how these surface types are associated with various
outcomes of argumentative dialogue.

4.4 Study 1. Surface Types and Edits in Wikipedia

In this study, we explore the argumentative strategies and configurations of conversational roles
that allow Wikipedia editors to influence the content of articles. The goal is to examine how the
surface types of propositions form different conversational roles of editors and how these types
and roles are associated with the success of Wikipedia editors measured by an operationalization
of the lasting impact of their edits in the article. In so doing, we propose a probabilistic graphical
model that advances earlier work inducing latent conversational roles. This model allows the
interpretation of configurations of roles that are conducive or detrimental to the success of
individual editors; for instance, one of our findings is that the greatest success is achieved by
detail-oriented editors working in cooperation with editors who play more abstract organizational
roles.

Online production communities like Wikipedia, an online encyclopedia which anyone can edit,
have the potential to bring disparate perspectives together in producing a valuable public resource.
Individual Wikipedia editors unavoidably carry their own perspectives; these voices can explicitly
or subtly influence the jointly produced article content even when editors strive for neutrality6.
Wikipedia editors discuss article improvements, coordinate work and resolve disagreements on
talk pages associated with each article (Ferschke, 2014). Pairing talk page discussions with
simultaneous edits in shared content, we introduce a task predicting the success of a particular
editor’s article edits based on the corresponding discussion.

This study fits with research on editor behavior on Wikipedia, which is relatively well-studied on
article pages and somewhat less studied on talk pages. Wikipedia has been a popular source of data

6https://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view
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for modeling social interaction and other issues of language behavior from multiple perspectives in-
cluding collaboration (Ferschke et al., 2012), authority (Bender et al., 2011), influence (Bracewell
et al., 2012; Swayamdipta and Rambow, 2012), and collegiality and adversity (Bracewell et al.,
2012).

Much work analyzing behavior in Wikipedia has focused on types of edit behavior. Yang
et al. (2016) use an LDA-based model to derive editor roles from edit behaviors. They then find
correlations between certain editor roles and article quality improvements. Their approach differs
from ours in that our model is supervised with an outcome measure and that we define editor
roles based on talk page behavior. Viégas et al. (2007) categorize talk page contributions into
11 classes, and find that the most common function of talk page behavior is to discuss edits to
the corresponding article, but that requests for information, references to Wikipedia policies, and
off-topic remarks are also commonly found. Bender et al. (2011) annotate authority claims and
agreement in Wikipedia talk pages.

Above the level of individual contributions to discussion, the notion of a conversational role
is relevant both for characterizing the rights and responsibilities an individual has within an
interaction as well as the configuration of conversational behaviors the person is likely to engage
in. Therefore, it is not surprising that prior work has revealed that the process of becoming a
Wikipedia moderator is associated both with changes in language use and in the roles editors play
on the talk pages (Danescu-Niculescu-Mizil et al., 2012). In order to understand roles Wikipedia
editors play, Arazy et al. (2017) find self-organizing roles based on the edit behavior of thousands
of editors. Editors frequently move in and out of those roles, but on the aggregate the proportions
of these roles are relatively stable.

Our work is similar to that of Ferschke et al. (2015), who apply the role identification model
of Yang et al. (2015) to Wikipedia talk page contributions. This model learns a predefined number
of user roles, each of which is represented as weights on a set of user behaviors, and assigns
the roles to the participants in each discussion. The roles are induced by rewarding latent role
representations with high utility in selecting users whose behavior was highly predictive of the task
outcome of article quality. We extend this work by incorporating proposition-level surface types
in defining editors’ roles. We also predict an outcome that is specific to one discussion participant,
i.e., the editing success of a particular editor within an interaction. Our model relaxes the strong
constraint that every role must be assigned to a single participant and that each participant can
take at most one role, making our model more flexible in capturing more nuanced configurations
of roles.

Editor Success Scores

Since our goal is to see the relationship between conversational roles and an editor’s success,
we first quantify editor success scores in terms of how long edits would last as a result of
argumentative discussions on talk pages. Our approach is similar to prior work (Priedhorsky
et al., 2007). We define a success score y for each editor in a specific discussion. Intuitively, this
measure is computed as the change in word frequency distribution associated with an editor’s
edits between the article revision prior to discussion and the article revision when the discussion
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ends. In particular, this score is the proportion of an editor’s edits—words deleted and words
added—that remain 1 day after the discussion ends. Note that this score only reflects changes in
word frequencies and does not take word re-ordering into account.

Formally, we consider each edit e as a vector of word frequency changes, both positive (ad-
ditions) and negative (deletions) for each word type, stopwords removed. For an example in
English, an edit that changed one instance of suggested to insinuated, as well as adding old might
be represented as {’suggested’: -1, ’insinuated’: +1, ’old’: +1’}. For each edit ei, let vector ci
be the changes in word frequencies from that edit to the final revision after the discussion. This
change vector represents how many tokens that an editor deleted were put back and how many
tokens the editor added were afterward deleted. Let |e| be the number of tokens changed in that
edit and |c| be the total word frequency changes (deletions if tokens of the word were added in the
edit, or vice versa) in those specific word types from the edit to the final revision. The score y of a
particular Wikipedia editor u in thread t across edits {e1,e2, ...,en} made by u in t is:

y(u, t) = 1− ∑
n
i=1 |ci|

∑
n
i=1 |ei|

Each editor’s score is the proportion of tokens they changed that remain changed, so s ∈ [0,1].

The goal of this editor score is to capture the “ground truth” of an editor’s influence on the
article page. To validate this editor success measure, we sampled 20 conversations, read through
the corresponding article edits by those editors, and made sure our automated editor success
scores were reasonable compared with the success that editors seemed to achieve.

In our experiments, we aim to predict this editor success measure calculated from article
revisions with behaviors and interactions simultaneously occurring on the talk page. This assumes
that talk page discussions in our data are related to the simultaneous article edits that those same
editors are doing. To validate that editors who were editing the article while having a discussion
on the talk page simultaneously were talking about those simultaneous article edits, and not
something else, we manually went through 20 conversations and simultaneous edits. Nineteen out
of the 20 conversations directly related to simultaneous edits, and the only one not specifically
about simultaneous edits related to similar content on the article page.

4.4.1 Probabilistic Role Profiling Model

We propose a lightly supervised probabilistic graphical model of conversational roles that offers
advances over the prior role modeling work of Yang et al. (2015), which employs a more restricted
conceptualization of role taking. While the earlier model only allowed each role to be played by
one editor, our extended model learns a distribution over roles for each editor. Furthermore, it
can assign roles to an arbitrary number of editors rather than being restricted to a specific number.
This model allows the interpretation of configurations of roles that are conducive or detrimental to
the success of individual editors.
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Model Design

Our model attempts to learn both discussion behaviors of the target editor (editor we are predicting
the success of) and roles of other discussion participants that influence the success of a particular
editor. The task of role modeling as described is to identify latent patterns of behavior in discourse
which explain some conversational outcome measure. The learned roles can then be intuitively
interpreted to better understand the nature of the discourse and the interactions between the
participants with respect to the chosen outcome measure.

For modeling roles in discourse, we propose a generative model shown in Figure 4.5, whose
generative process is as follows:

• For each role k ∈ {1, . . . ,K},
Draw behavior distribution τk ∼ Dir(α).

• For each conversation n ∈ {1, . . . ,N},
For each user m ∈ {1, . . . ,M},
− Observe user participation znm.

For each user m ∈Mn, where Mn = {m|znm = 1},
− Draw role distribution θnm ∼ Dir(γ).
− For each behavior l ∈ {1, . . . ,L},

· Draw role rnml ∼Multi(θnm).
· Draw behavior bnml ∼Multi(τrnml).

Draw outcome yn ∼N (µn,σ), where µn = ∑m znmθnm ·β .

The values of the parameters η , β , and τ are inferred from data, and represent the settings with
which the data is best explained (i.e., has the highest likelihood) under the generative process. We
implement the model sampler using the JAGS framework (Plummer, 2003), which uses Gibbs
sampling to generate dependent samples from the posterior distribution. These samples are used
to obtain posterior mean estimates of the model parameters.
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Surface Type Description

Question Questions. (“I wonder how difficult it would be to try to track down a replacement.”)
Moderation Providing structure to discussion. (“The following discussion is an archived discussion

of a requested move.”)
Sectioning Sectioning, merging, and archiving of articles. (“Please consider providing additional

references to such information and/or moving it to a new section within the article’s
subject.”)

Image Fair use of images. (“That there is a non-free use rationale on the image’s description
page for the use in this article.”)

Policy Mentions of Wikipedia policies. (“If there was ever a good reason to invoke WP:UNDUE
this is it.”)

Terms Spelling and use of terms. (“... it should probably be reworded to “compatible with
North American NES cartridges” or something similar ...”)

Source Mentions of content sources. (“And the source for Rock and Roll, could not be more
solid and can not be excluded.”)

Table 4.8: Surface types learned from the Wikipedia corpus.

Features

Surface Type Features: We are interested in argumentative moves in terms of surface types
that characterize editors in the argumentative dialogue on Wikipedia talk pages. Some of the
surface types we learned are listed in Table 4.8. The surface types were found to yield better
performance with our model than unigrams with tf-idf selection.

Position of the editor in a discussion:

• Number of editor turns
• Number of other editors’ turns
• Whether the editor takes the first turn
• Whether the editor takes the last turn

Style characteristics: Style characteristics may reflect the style and state of editors.

• Number of definite/indefinite articles
• Number of singular/plural personal pronouns
• Examples: number of occurrences of “for example”, “for instance”, and “e.g.”
• URLs: number of URLs that end with “.com”, “.net”, “.org”, or “.edu”
• Questions: number of question marks that follow an alphabetic character

Authority claims: Bender et al. (2011) define these authority claim categories annotate them in
Wikipedia talk pages. For each word type in their annotated data, we calculated the pointwise
mutual information for each category. In our data, we scored each sentence with the log sum of
the word scores for each category. The categories used are:

• Credentials: education or occupation
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• Experiential: personal involvement
• Forum: policy or community norms
• External: outside authority, such as a book
• Social expectations: expected behavior of groups

Emotion expressed by editors: For a simple measure of emotion, we use LIWC (Tausczik
and Pennebaker, 2010).

• Counts of positive/negative emotion words

4.4.2 Experiment Settings
We frame our task as a regression problem, predicting editor scores based on discussion behaviors
of the target editor and the other editors. Our outcome measure is the editor success score of
a single editor. Since there are multiple editors in a discussion, we have multiple instances per
discussion.

We use root mean squared error (RMSE) between the true scores and the predicted scores as
an evaluation metric. We hypothesize that in specifying our model with latent roles as mediators
between the raw discussion data and the predictive task we can achieve a lower RMSE than
from a baseline that takes only the behaviors into account, especially for conversations with a
greater number of participants, for which there can be more interaction. Furthermore, to the
extent to which the proposed graphical model better captures a valid conceptualization of roles,
we hypothesize that we can achieve a lower RMSE than the model of Yang et al. (2015). In this
section we first specify the baselines used for comparison in our experiments, and then explain
the testing process with our own model and experimental design.

Data processing

We pair discussions with the record of concurrent edits to the associated article page. Once a
discussion has been paired with a sequence of edits, an assessment can be made for each editor
who participated both in the discussion and in article edits of how successful that editor was in
making changes to the article page. It is this assessment that forms the class value of our predictive
task. In this study we explore negotiation strategies and role configurations that affect article
editing; each data point in our task provides both discussion and an article edit success value for
each editor involved.

The dataset comprises 53,175 editor-discussion pairs in which a “target” editor interacts with
one or more other editors in a talk page discussion and achieves a measured influence on the
associated article page7.

Comparison Models

We want to test two hypotheses. The first hypothesis is that introducing a model with latent roles
improves over simply using discussion features, and the second is that PRPM better captures

7This dataset is available at http://github.com/michaelmilleryoder/wikipedia-talk-scores
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interaction than the prior RIM model. This goal leads to the following baseline models.

Linear Regression: The full set of features in this model are included twice, once from the
target editor in the discussion, and once from an aggregation across all non-target editors in the
discussion.

Role Identification Model (RIM): A similar task was explored by (Ferschke et al., 2015)
and (Yang et al., 2015), who represented role modeling as a bipartite matching problem between
participants and roles. More specifically, RIM learns conversational roles from discussion be-
haviors, supervised by discussion outcome. A role is defined as a weight vector over discussion
behaviors, where the weights represent the positive or negative contribution of the behaviors
toward outcome measures.

However, this approach suffers from several simplifying assumptions which reduce its applica-
bility to realistic conversation settings:

1. All roles are present in every conversation.
2. Each role is played by exactly one editor.
3. Each editor plays exactly zero or one roles.
4. All behaviors from editors with a role contribute to the outcome metric under that role.
5. No behaviors from editors without a role contribute to the outcome metric.

Our model addresses these limitations by using a probabilistic graphical model that encodes a
more appropriate hierarchical structure for the task.

We evaluate our model against RIM, introduced by Yang et al. (2015). RIM was originally
applied to Wikipedia talk page discussions in Ferschke et al. (2015), who assigned a single success
score to each page. In our work, for each discussion, we evaluate the success of each editor
in each discussion thread separately. Since there is differential success between editors in the
same interaction, the same interaction is associated with multiple different success measures.
We handle this by slightly tweaking the original RIM model such that the first role is reserved
exclusively for target editors, i.e., editors whose success measure is being evaluated. The other
roles represent the roles of other editors in terms of their influence on the success of the target
editor. Additionally, for conversations having fewer editors than the number of roles, we leave
some of the roles unassigned by adding dummy editors whose behavior values are zero.

To predict the success measure of an editor for a test instance, RIM first assigns the learned
roles to the editors. This process is identical to the training process, except that there is only the
role assignment step without the weight adjustment step. Specifically, the first role is assigned to
the target editor as in training, and the other roles are assigned according to the original model.
Once the roles are assigned, the predicted score is simply the sum over roles of the inner product
of a role’s weight vector and the behavior vector of the editor who is assigned the role.

PRPM: For our model, to infer role distributions for each editor in a test instance conversation,
we first fix the model parameters to the estimates learned during the training phase. Gibbs
sampling is then used to infer the non-target users’ role distributions θm and the conversation
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Model Setting 2 3 4 5+ All

LinReg tgt edi-
tor

0.286 0.302 0.287 0.302 0.292

LinReg all 0.287 0.302 0.289 0.301 0.292

RIM K=2 0.316 0.317 0.308 0.342 0.318
RIM K=3 0.307 0.320 0.310 0.337 0.314
RIM K=4 0.307 0.314 0.311 0.327 0.311
RIM K=5 0.309 0.315 0.308 0.321 0.312

PRPM K=2 0.286 0.302 0.288 0.297 0.292
PRPM K=3 0.286 0.302 0.288 0.295 0.291
PRPM K=4 0.286 0.302 0.289 0.295 0.291
PRPM K=5 0.286 0.302 0.288 0.295 0.291

Table 4.9: RMSE for baselines and models. Rows are model settings. Scores are reported for
different numbers of participants, which are the columns headings. (LinReg: editor uses only the
target editor’s features, and all uses all participants’ features. RIM and PRPM: K is the number of
roles.)

outcome measure y over the unseen data. The role distributions for each non-target editor are
then averaged together and concatenated with the target editor role distribution. Finally, a linear
regressor is used analogously to the above baseline to evaluate the predictive power of the PRPM
roles in aggregating the information from editor behavior features.

Parameters

In order to evaluate our approach and model, we split our data into a training set of 60%, a
development set of 20% to train regression weights on the roles learned from the training set, and
a test set of 20%. For the original and proposed role identification models, we manipulated the
number of latent roles the learned models were allowed to include.

4.4.3 Results
Results from baselines and PRPM are presented in Table 4.9. We do not include scores with
unigram tf-idf counts as features, as this decreases the performance of all models. The pattern
of results is consistent with the hypotheses, i.e., role information and our model’s configuration
improves performance over both baselines.

First, the relatively high RMSE values indicate the challenging nature of this task. Talk page
discussion is only one factor in editor success, and undoubtedly much interaction between editors
comes from edit behavior, past interactions between editors, and even the short edit comments
that editors leave about their edits. We were not able to find a comprehensive study of the
effect of Wikipedia talk pages on article pages, but links from discussion features to outcomes in
collaborative editing are often tenuous (Wen et al., 2016).
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Figure 4.6: Behavior distributions for each role, expressed for each behavior as the number of
standard deviations above the mean.

Our model performs slightly better than the linear regression baseline, though it performs
substantially better than the previously proposed RIM model. One advantage of our role-based
model above the linear regression baseline is clear when looking at conversations with more editors
(columns in Table 4.9 denote the number of discussion participants in analyzed conversations).
This points to the utility of using role information with larger groups, when roles are likely more
relevant.

Another advantage of PRPM over the linear regression baseline is that it allows interpretation of
both target editor strategies and group dynamics that characterize the success or failure of a target
editor. Where linear regression allows only the characterization of behaviors that make individual
editors successful, PRPM captures roles in interaction with other roles in group conversation. In
this way, PRPM allows a more full interpretation of group interaction.

PRPM Role Analysis

Our best-performing model classified editors into 5 different roles. We identified the combinations
of roles that are predictive of editor success (or failure). To assess roles, we examined the text and
discussion features of editors who scored highly, as well as considered the weights assigned to
each feature for each role. The relative frequencies of each behavior for each role are shown in
Figure 4.6. A characteristic example discussion post for each role is given in Table 4.10. Each
role is named and described qualitatively below.

Moderator. This role primarily helps discussion flow without getting too involved, performing
and summarizing the results of administrative tasks. High probability surface types for this role
include asking questions of other editors and discussing itemized content. The moderator role
is less likely than other roles to have success as a target editor and has the lowest target editor
success when paired with other editors playing the moderator role.

Architect: This role is predominantly focused on page hierarchy, with the bulk of its probability
focused on surface types related to formatting, which are relevant to discussions of adding new
page sections, merging, archiving, and creating new pages. The architect role is moderately likely
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Role Example post

Moderator It was requested that this article be renamed but there was no consensus for it be
moved.

Architect I think a section in the article should be added about this.
Policy
Wonk

The article needs more WP:RELIABLE sources.

Wordsmith The name of the article should be ““Province of Toronto"" because that is the
topic of the article.

Expert There actually was no serious Entnazifizierung in East Germany.

Table 4.10: Examples of discussion posts from users in certain learned roles

to have success as a target editor.

Policy Wonk: This role is an knowledgeable Wikipedia user, frequently mentioning source
accountability, fair use or copyright policy for images. Surface types that have high probability
for the policy wonk include appealing to Wikipedia policy and discussing engagement with other
users on user talk pages. The policy wonk role is moderately unlikely to have success as a target
editor.

Wordsmith: This role is predominantly concerned with the naming, creation, and wording of
pages. Surface types that have high probability for the wordsmith include discussing the spelling,
pronunciation, or translation of words and phrases, as well as discussing the (re-)naming of new
or existing pages or sections. The wordsmith role is strongly correlated with target editor success,
especially when combined with the moderator or architect.

Expert: This role is the most content-oriented role learned by our model. Surface types that have
high probability for the expert include making comparisons, discussing historical and geopolitical
content, giving examples, and citing sources. The expert role is most strongly correlated with
target editor success when combined with other users playing the expert role.

We find that the roles that lend themselves most strongly to target editor success (the Wordsmith
and Expert) are more concrete edit-focused roles, while the roles associated with lower target
editor success (the Moderator, Architect, and Policy Wonk) are more conceptual organizational
roles. Note that it is not necessarily the case that editors that edit more frequently have higher
scores. We find frequent editors across all roles.

Additionally, we find that configurations with multiple conceptual organizational roles lead
to diminished outcomes for individual editors, suggesting that individual conceptual editors are
unlikely to have their edits universally accepted. This could mean that talk page conversations
that have multiple conceptual voices (which could be a measure of interesting discussion) are
more likely to result in compromises or failure for a target editor. It is important to recognize that
we are focusing on strategies and configurations of roles always in relation to the success of one
editor; this editor score does not necessarily refer to a good, well-rounded discussion.
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Conclusion

The nature of collaboration on Wikipedia is still not fully understood, and we present a computa-
tional approach that models roles of talk page users with relation to success on article pages. The
proposed probabilistic graphical role model is unique in its structure of roles in relation to the
outcome of one particular participant instead of group performance, and allows flexible mappings
between roles and participants, assigning each participant a distribution over roles. The model we
present retains one limitation of the RIM model, the assumption that editors in one conversation
exist independently from those same editors in other conversations. Future work should address
this.

Our model lends interpretability to combinations of talk page discussion roles. We find that
detail-oriented roles are associated with success in combination with organizational roles, but that
multiple participants taking organizational roles can lessen individual editing success.

Acknowledgement: This study was led mainly by Keith Maki. Yohan Jo’s contributions include:
discussing the design of the role profiling model and extracting surface types and features (§4.4.1),
running baseline models (§4.4.2), and interpreting results (Section §4.4.3).

4.5 Study 2. Surface Types and Censorship in Debates

Moderators are believed to play a crucial role in ensuring the quality of discussion in online
political debate forums, but the line between moderation and illegitimate censorship is often
contentious and causes some participants to feel being treated unfairly. Hence, the main aim of
this study is to examine if the perception of moderation bias is grounded. Specifically, we model
users’ actual posting behavior using surface types, and analyze if some users are indeed moderated
unfairly based on irrelevant factors, such as their minority viewpoints and moderation history.

Online discussion forums create space for communities with similar interests to share thoughts
and debate issues. However, the technological facilitation of conversation on these forums
does not ensure that high-quality deliberation takes place. Discussion forums are vulnerable to
problems such as trolling, flaming, and other types of nonconstructive content (Pfaffenberger,
2003). Furthermore, when the topic is controversial, such as religion or politics, discussions can
become toxic or inflammatory. Perceived anonymity in many online forums often exacerbates this
problem by weakening self-censorship, as people are less likely to regulate their own behavior if
they believe that it is difficult to trace back what they say (Chadwick, 2006; Davis, 1999).

To address these issues, online political discussion forums often rely on moderators to enforce
rules and boundaries for how users behave and what they can say. However, the line between
legitimate forms of regulation, which are used to discourage behavior defined as inappropriate,
and illegitimate censorship, where particular individuals, opinions, or forms of communication
are unfairly suppressed, is often difficult to define (Wright, 2006). Censorship is usually defined
subjectively, and in cases where there is room for interpretation, the unconscious biases of
regulators may affect their judgments. On the other hand, a user’s own bias may lead them to
perceive unfair treatment where there is none.
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In this paper, we contribute new insight into the differences between perceived and actual bias in
an online community’s attempt to facilitate productive exchange on controversial issues. Fair mod-
eration without illegitimate censorship is fundamental for creating safe, engaging online spaces
for deliberation on controversial topics (Carter, 1998). Research in this area not only can improve
the quality of discussion in online political forums but also can allow insight into the process of
developing norms of behavior and effective moderation in online communities. Regardless of
whether censorship actually takes place, the perception of illegitimate censorship itself can create
an atmosphere where users feel unfairly treated and trust in the forum is undermined (Wright,
2006). Thus, it is important to understand the sources of perceived censorship and recognize when
and how perceived censorship is actually manifested.

Guided by these issues, we explore the following research questions:

(1) Do moderators unfairly target users with specific viewpoints? If so, to what degree?
(2) What are possible sources of bias that could lead moderators to censor unfairly?
(3) What are possible causes for users’ perceptions of moderator bias?

To address these questions, we examined the perception of moderation bias against users with
unpopular viewpoints and moderation history in the Big Issues Debate forum on Ravelry. Based
on the surface types learned from these discussions, we identified high-risk behaviors associated
with rule-breaking, then examined the effect of viewpoint and moderation history on the likelihood
of moderation, controlling for high-risk behavior. This allows us to investigate whether users with
minority viewpoints and moderation history are being unfairly moderated, given the behaviors
they exhibit. We find evidence to suggest that certain surface types used by users highly likely
induce moderation. But independently of these propositions, moderators still make decisions
biased against individuals with unpopular viewpoints and moderation history. We argue that the
perception of bias within the group is an issue by itself, as the perception of illegitimate censorship
can lead to tension between the moderators and users within a community.

Moderation Issues in Political Discussion

Moderators play an important role in many online forums by helping to maintain order and
facilitate discussion within their community (Kittur et al., 2009; Lindsay et al., 2009). While
conventional wisdom suggests that moderators positively influence the quality of discussion in
forums (Hron and Friedrich, 2003), the role of a moderator is often diverse (Maloney-Krichmar
and Preece, 2005), unclear (Wright, 2006), or emergent (Huh, 2015) across different communities.
Thus, it is important to consider how moderators operate within the context of the community
that they are trying to maintain. In online political forums, moderators are considered critical in
ensuring quality discussions by creating and enforcing regulations for proper behavior (Edwards,
2002), as useful debates require that participants maintain order, respect, and civility towards each
other (Carter, 1998; Wilhelm, 2000).

However, when these political discussions are facilitated by interested groups, moderation
can quickly be labeled as censorship. These claims are common on online political forums
administered by national governments, a focus of research on the potential for new forms of
deliberative democracy (Wright and Street, 2007; Khatib et al., 2012). Wright (2006) reviews the
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process for moderation in two of the UK government’s online political discussion forums. They
find that moderation must be done carefully to avoid the “shadow of control”, the perception that
some entity of power can control what is said (Edwards, 2002). Ideally, rules for censorship must
be detailed, openly available, and enforced by an independent party (Wright, 2006). Moderation
should also be done in a way that explicitly facilitates the goals of the forum.

In non-governmental political discussion forums, the concept of a “shadow of control” is
less obvious, as these forums are not explicitly run by a centralized entity with particular goals.
Nevertheless, unconscious cognitive biases may arise from the structural organization of political
discussion forums and from cognitive tendencies. Bazerman et al. (2002), in their investigation
into why accountants make biased decisions, noted that ambiguity in interpreting information
gave accountants the room to make self-serving decisions. In the context of political discussions,
ambiguity in the rules for how to engage appropriately in a debate may allow moderators to make
unfair decisions against particularly troublesome users or viewpoints they disagree with. Another
(more surprising) condition that often promotes unconscious cognitive biases is the belief in one’s
personal impartiality (Kaatz et al., 2014). While moderators are expected to act impartially, as
they are often removed from debate, they may unconsciously make more biased decisions because
they are primed to believe that they are genuinely impartial, instead of recognizing these biases.

Issues with Moderation

Ravelry’s Big Issues Debate (BID) group provides an interesting setting for studying perceptions
of censorship in political discussions not only because it is an active debate group with formal
moderation but also because of its controversial reputation. BID’s formal moderation is crucial
in creating a space where users with different viewpoints can discuss political and social issues,
compared to other Ravelry political discussion groups with less formal moderation, which tend
to be more homogeneous. However, BID is infamous in the broader Ravelry community for
tension between users and its moderation team, providing an ideal setting for studying frustrations
about moderation from perceived bias. Meta-discussion threads also provide insight into user
opinions and perceptions about the organization of the group. As an example of frustration with
the perceived censorship on BID, one conservative-leaning user comments

“Never have I seen bold faced disregard for opinion. Am I surprised? Not with
the group we have as mods ... A sorrier bunch of biased, preachy people with
unlimited authority seldom seen ... we don’t have a freaking chance of having
any of our issues addressed. When we’re outnumbered 50 to 1 (at the very
least)- seriously????”

expressing their perception that moderators are biased against conservative users, who are in the
minority on BID. A liberal-leaning user, on the other hand, commented

“The one thing we can say with some certainty is that a lot of conservative
voices have come forward saying they’re not being treated fairly. I don’t think
that’s true, but then I wouldn’t, would I?”

questioning whether the perception that conservative users in BID are actually unfairly treated.
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Some users argue another view on how moderation in BID is biased, where moderators may be
biased against certain individuals based on their past behavior:

“I think there are people who draw a moderation when others wouldn’t. I don’t
think it has anything to do with political leanings. It’s embarrassingly apparent
at times.”

“It’s not unusual for people in BID who have been modded to double down,
rationalize their actions, cast blame on someone else, or toss a word salad to
“explain” why they shouldn’t have been modded. The mods’ reaction to their
being modded is just par for the course for BID.”

Users who have been moderated in the past or users who have complained about moderation
in the past, for example, may be given less leeway for offenses than someone who has never
been moderated, as it is in the moderators’ interests to quickly shut down dissent from high-risk
individuals.

The widespread idea that the moderators are biased against certain viewpoints or individuals
raises the question of what forms these perceived biases take. We find that users on BID primarily
consider “censorship” to be a problem of false negatives in moderation. Most users that have been
moderated accept that their behavior is inappropriate under the rules of BID. However, users also
argue that if their behavior is considered inappropriate, then many similar posts that have escaped
moderation should be moderated as well:

“However none of those were struck through / given a “mod edit”. This was
only done to XXXX. Yep. Modding isn’t biased at all”

“If my posts were deleted why not XXX’s?.”

“I also see certain liberals constantly get away with rule breaking. I don’t quite
understand why. But they do.”

“I was also modded for not furthering the discussion. I wonder how many other
posts don’t further the discussion?”

Thus, the primary issue of perceived bias appears to be derived not from direct suppression of a
user or viewpoint but from uneven standards in how the rules are applied.

Contrasting Views of Bias

Based on our examination of the organizational structure of BID, we hypothesize that there is
opportunity for moderator bias in deciding whether to moderate a post. The guidelines of BID are
as follows:

1. Abide by Ravelry’s Community Guidelines and Terms of Service.
2. No personal attacks.
3. Behave civilly.
4. Debate the topic, not the person.
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5. Do not bring in other groups, users not participating in the debate or baggage from one
thread to another thread.

6. Don’t derail the thread.

These guidelines are ambiguous, using vague statements such as “Behave civilly” and “Debate the
topic”, which leaves room for interpretation at the discretion of the moderators. This ambiguity
may allow moderators to make self-serving judgments in favor of users who they agree with.
Thus, one hypothesis is that moderators could be biased against certain viewpoints. On the other
hand, this same ambiguity in the rules could allow users to make the self-serving interpretation
that moderators are unfair against them or their viewpoints. This supports the hypothesis that
there is little to no actual moderator bias, only a user’s strong perception of bias. The goal of our
analysis is to test these hypotheses through a series of statistical modeling experiments.

4.5.1 Experiment Settings
To assess whether the moderation team is actually making biased decisions based on the viewpoints
of users or moderation history, we present an approach for evaluating moderator decisions
alongside users’ actual behavior in posts considered for moderation. In order to determine whether
or not user viewpoint plays a role in moderation decisions, we need to characterize viewpoints on
BID. We also need to identify the behaviors that may put a user at risk of being moderated, as
certain types of users may contribute offensive content more often. If users of a certain group more
often behave inappropriately, they may be deserving of more moderation. After operationalizing
these relevant variables of viewpoint and behavior, we include them in a binary logistic regression
model with odds ratios (OR) to predict whether a given post is moderated. This model allows
interpretation of the factors that may increase the likelihood that a post would be moderated; odds
ratios allows us to estimate the effect of a variable on the probability that the post is moderated.

Model Specification

Our model is designed to measure the effect of user viewpoint (minority), moderation history
(mod_prev), and actual posting behavior operationalized with surface types (high_risk) on the
likelihood of being moderated (we explain how to measure these variables below). We also define
pairwise interaction terms among the three main effect variables as an input to the regression to
tease apart the relationships between the main effect variables in conjunction with each other. The
final set of variables that we use as input to the regression are:

Dependent variable:

• moderated: A binary variable indicating whether the given post was moderated or not.

Independent variables:

• mod_prev: The number of times the user has been moderated in the previous 30 days. We
normalize this variable to have a mean of 0 and standard deviation of 1 across all posts in
our dataset for rescaling purposes.
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• minority: A binary variable indicating whether the user who made the post is a minority-view
user in BID (see “Assigning Viewpoint” section).

• high_risk: A continuous variable indicating whether a post has an unusually large amount
of high-risk behaviors (see “Characterizing Behavior in BID Posts” section).

• high_risk × mod_prev
• high_risk × minority
• mod_prev × minority

Assigning Viewpoint

Assigning viewpoints to posts: In order to determine whether users who hold unpopular views
are moderated more, we need to label users with whether or not they tend to hold the same view
as the majority of the group. To determine whether a user holds majority or minority views, we
use the agree and disagree tags on the posts they have made. The agree and disagree tags on
a user’s post provide an indication of how closely the post aligns with the views of the general
user-base on BID.

The general perception on BID is that right-leaning, conservative users and viewpoints are in
the minority while left-leaning, liberal users and viewpoints make up the majority. To verify that
the agree and disagree tags align with this liberal-conservative conception of majority-minority
on BID, we sampled 20 posts with higher agree than disagree tag values and 20 posts with higher
disagree than agree tag values. Posts were sampled across threads to determine the general trend
of views on BID on a variety of issues. We then presented the posts, along with the title of the
relevant thread and the preceding post in the reply structure as context, to two native English
speakers with moderate political knowledge and asked them to separately determine whether the
opinion expressed in a post leaned more towards a liberal viewpoint or a conservative viewpoint.
We define liberal viewpoints as those that favor social progressivism and government action for
equal opportunity and conservative viewpoints as those that favor limited government, personal
responsibility, and traditional values.

We then treat the agree/disagree tags on the sampled posts as another annotator who rates a
post as liberal if the post has a higher agree than disagree tag value and conservative otherwise.
Comparing this “agree/disagree” annotator with our human judges, we obtain a Fleiss’ kappa
of 0.916. This indicates high agreement among the human annotators’ judgment of liberal and
conservative and the agree/disagree tags associated with the post. Thus, we can aggregate the
values of the agree and disagree tags of a particular user across BID to get an overview of their
political viewpoint.

Assigning viewpoints to users: To label the viewpoint of a particular user, we first find every
thread they have participated in on BID. For each thread, we sum the agree tag values for each
post the user made in that thread. We repeat the same process for the disagree tag values in the
same thread. As threads on BID are intended to be centered around a particular issue of debate
(e.g. gun control, immigration, tax reform), the summed agree and disagree tag values should
indicate how much the other users on BID agree or disagree with the user on that particular issue.
If the total disagree tag value is greater than the total agree tag value for a user on a particular
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thread, we label that user as having the minority viewpoint on the issue discussed in the thread.
This thread-level notion of viewpoint is analogous to the issue-oriented viewpoint described in the
literature (Kelly et al., 2005).

However, simply holding a minority view on one thread does not indicate that a user holds
the minority viewpoint across BID; users may have particular issues where their viewpoints do
not align with the ideological group closest to their general beliefs (e.g. a primarily liberal user
who is pro-life). Thus, in order to get a general viewpoint for each user, we compare the number
of threads where they hold the majority viewpoint with the number of threads where they hold
the minority viewpoint. If the number of threads where they hold the minority viewpoint is
greater, we label that user as a minority-view user. This notion of viewpoint is analogous to the
ideological viewpoints described in the literature (Kelly et al., 2005), which are coherent systems
of positions across issues. We focus on ideological viewpoints in our analyses because users
participate across threads and recognizably carry their ideological positions with them. This is
apparent in BID meta-discussion threads where users will refer to each other with ideological
labels (e.g., “conservative”, “liberal”). Thus, we predict that moderator impressions of users are
based on their activity beyond the level of single-issue threads.

Identifying High-Risk Behaviors In the section “Issues with Moderation”, we presented ev-
idence that the primary sources of the perception of bias in BID are false negative judgments.
Thus, in our analyses, we want to control for the case where users make high-risk, potentially
offensive acts in their posts.

In order to identify the types of behavior that are associated with getting moderated, we choose
to focus on surface types within posts. While previous work has characterized offensive behavior
using lists of curated terms associated with hate speech or profanity (Chandrasekharan et al., 2017;
Hine et al., 2017), we found that this method is unsuited for identifying the types of behavior
associated with moderation. First, lists of unacceptable words or phrases will not fully capture
more subtle, implicit ways of attacking or offending other users, such as sarcasm or passive
aggressive statements. Second, the use of offensive terms is acceptable behavior on BID in certain
contexts. Profanity is generally accepted (e.g., “We do not mod for profanity, no matter what
people have tried to flag for.”, “I have no issues whatsoever with profanity and often sprinkle my
posts with it just for my own amusement.”), while hateful terms are often quoted or referenced in
debates about language use (e.g., “I nearly blew a gasket when my stepmother referred to Obama
as ‘that nigger in the White House”’, “Do you think homosexual people are bullying others when
they speak up about people using ‘gay’ and ‘faggot’ as insults?”).

The learned surface types are summarized in Table 4.11. The model we used internally runs
a logistic regression and calculates the weights of the surface types to predict the probability of
the post being moderated. As shown in Figure 4.7, surface types that are positively associated
with moderation include meta-argumentation (MetaArg), argument evaluation (ArgEval), asking
questions related to the hearer (YouQuest), directly addressing the hearer (You), using racial terms
(Race), feelings (Feeling), edits (Edit), talking about debates and topics (Debate), and references
(Reference).
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Surface Type Description

Disagree Expressing disagreement (“I don’t think there’s any harm in voting a certain way
because you have an opinion.”)

I Personal stories. (“I can’t get past that initial burst of “Oh HELL no” to get to the
second half of the question.”)

Quotes Quotation marks. (“Would it make you feel better if I used the word “peaceful” instead
of “correct”?”)

Number Numbers. (“I said further up that I pay 19.6% of my income to some type of federal
tax.”)

YouQuest (10) Questions, especially directly addressing the hearer. (“If it is not your own, how can
you expect to ever have any governance over who touches it and how?”)

Feeling (11) Feelings. (“Just wow”, “What a stupid question.”)
Reference References and validity. (“Your sources don’t address problems in states like Washing-

ton and Oregon.”)
Difference Pointing out differences. (“There needs to be a distinction between car maintenance

finances needed and car payments needing to be made.”)
Comparison Making a comparison. (“Beans are a much less expensive source of protein than meat

is.”)
Edit Marking edits. (“ETA: Actually by that definition, what happened in USSR was not

“feminism” by any means.”)
Race Race-related terms. (“White is considered default.”)
ArgEval Evaluation on an argument. (“Can’t understand it because everything you’ve said is

your opinion.”)
Money/Time Numbers, especially about money and time. (“If 3 weeks in a class and one shift in

a clinical setting is all it takes to be qualified, I wouldn’t be surprised if these folks
‘acted to their best ability’!”)

You Directly addressing the hearer. (“If you’d been made to wear school uniform, you
would have thought of that.”)

History Past events. (“That’s over decades ago now.”)
Debate Debates and topics. (“Are these topics truly debatable?”, “When you walk into a debate

and use personal experiences, it makes the debate almost impossible to continue.”)
MetaArg Reflection on the argumentation. (“The reason I had responded was the quote and

reply.”, “It isn’t discussion or debating people are after when they badger someone
who has answered.”)

Table 4.11: Surface types learned from the Ravelry corpus.
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Figure 4.7: Effects of surface types to moderation, learned by the logistic regression component
in CSM.

Among these surface types, we filtered those that fit with violations of BID’s moderation
guidelines, and call them high-risk behavior. These surface types include MetaArg, ArgEval,
YouQuest, You, Race, Feeling, and Debate. Propositions of the types You and YouQuest directly
address another user and may contain harsh personal judgments that were moderated for being
uncivil or attacking. The rules of BID espouse argumentation around the topic and not the
users participating in the debate. Propositions of the type Feeling, which are largely made up of
exclamations and short comments, contain many snippy statements that could come off as being
uncivil and dismissive to another user. They sometimes sarcastically dismiss a previous comment
as being beneath the author’s attention. Propositions of the types ArgEval, MetaArg, and Debate
probe and evaluate other perspectives and can be inherently threatening to other users. Lastly,
propositions of the type Race contain racial terms and content, which can be offensive to some
users.

After identifying this set of high-risk surface types, we combine their weights to create the
control variable high_risk, which characterizes to what extent a given post has some form of
high-risk behavior. Before we combine them, we standardize the proportions of each of the
high-risk surface types across all posts to account for differences in scale between surface types.
This also allows us to measure the intensity of a surface type in terms of standard deviations from
its mean. For a given post, we then take its maximum weight over the high-risk surface types as
the value of the high_risk variable. Taking the maximum weight allows us to indicate if at least
one of the high-risk types has a high intensity in a post. Thus, the high_risk gives us a measure of
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Features Model 1 Model 2 Model 3 Model 4

high_risk 2.95*** 2.65***
minority 4.27*** 3.01***
mod_prev 2.06*** 1.62***
high_risk x minority 1.03
high_risk x mod_prev 0.99
minority x mod_prev 1.00

Cross-Validation F1 50.34 57.71 67.89 73.34

Table 4.12: Odds ratios of different features as explanatory variables for predicting whether a post
is moderated or not (***p < 0.001).

whether a post has an unusually large amount of the identified high-risk surface types.

4.5.2 Results

Table 4.12 summarizes the findings from our regression on which factors contribute to the
likelihood of a post being moderated. Models 1-3 test the effect of each feature separately, and
Model 4 includes all the features and their interactions. All the features have significant positive
effects on being moderated. But the high-risk behavior has stronger predictive power than minority
viewpoints and moderation history (Cross-validation F1 for Model 3 vs. Models 1-2). In addition,
the interaction variables have no effects, indicating that the high-risk behavior captures a different
cause for moderation than minority viewpoints and moderation history. These results suggest that
the surface types are a robust indicator of moderation independent of a user’s minority/majority
viewpoint and moderation history.

A user’s perception of moderation bias is perhaps best reflected in Model 1 and Model 2. Users
who consistently express minority viewpoints are indeed more likely to be moderated than users
who consistently express majority viewpoints (OR=4.272 in Model 1). Similarly, Users who
were moderated in the near past are more likely to be moderated again (OR=2.060 in Model 2).
Although their effects slightly decrease when the high-risk behavior is introduced (Model 4), they
still show significant positive effects on being moderated (OR=3.005 for minority viewpoints and
1.622 for moderation history).

From our regression analysis, we find evidence that some users’ perception of unfair censorship
is not absurd; the moderators of BID are more likely to moderate the posts of users with minority
viewpoints and moderation history, even after accounting for high-risk surface types that appear
in the post. In the remainder of this section, we discuss explanations for the actual bias we see
in BID, the issues surrounding the perception of bias in political discussions, and future work to
address the dual problems of actual and perceived bias on political discussion forums.
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Sources of Actual Bias in BID

In the case of BID, moderators can be susceptible to bias against certain viewpoints for a number
of reasons. One of the most notable systemic reasons for bias (Bazerman et al., 2002) is ambiguity
in how rules and guidelines can be interpreted. Users of BID explicitly raise this issue of rule
ambiguity:

“It’s been said so many times I’ve lost count but the answer is: decide on
clear, unambiguous rules; state them clearly; moderate for breaking those
rules. Instead we keep going for nonsense like “be excellent” “be civil” “civil
discourse”.”

This type of ambiguity can make moderation susceptible to the cognitive biases of individual
moderators (Bazerman et al., 2002) and mask subjectivity in determining who is acting in a
“civil” way. When moderators are not aware of these biases and instead believe they are acting
objectively, this can make moderation even more biased (Kaatz et al., 2014).

Specific cognitive biases that could influence moderators to moderate unfairly include the
ecological fallacy, making assumptions about individuals based on judgments about a group (Kaatz
et al., 2014). In the context of BID, moderators likely recognize users who express conservative
viewpoints and make judgments based on that group membership instead of individual behavior.
In-group/out-group bias (Kaatz et al., 2014) may also be a factor in moderator bias. Moderators
may more easily make negative judgments about users expressing positions that differ from their
own group’s. Unfortunately, we cannot easily compare the ideological positions of the moderators
in BID with the users they judge. Moderators do not give their names with mod edits and the
current Ravelry API does not include logs of post edits, so pinpointing the specific moderator who
handed down judgment is impossible. Additionally, it is difficult to determine the viewpoints of
the moderation team on BID with our current approach for assigning ideology. Though moderators
can in theory participate in debate threads they are not moderating, moderators in practice almost
never post outside of their moderating duties. This is likely due to the high workload of the
moderator role and a previous prohibition against all moderator participation in debate, which
some moderators still follow.

Even without biased behavior from the moderation team, users with minority viewpoints in
BID could still be more likely to be moderated if more of their posts are flagged. The moderation
process in BID begins with users anonymously flagging posts as potentially violating the rules of
discussion, which moderators then judge. Posts from majority-view users may be less likely to be
flagged as there are, by definition, fewer users who have the incentive to flag offensive posts from
majority-view users. In this case, even if moderators make fair judgments given what they see,
due to imbalance in flagging they may miss posts that should be moderated from majority-view
users.

Sources of Perceived Bias

Ambiguity in the moderator guidelines may also play a role in why users perceive bias against
them when they are moderated. Vague rules, such as “Behave civilly” in BID, allow users to
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Figure 4.8: Comparison of viewpoint distributions over users vs. posts. The proportion of
majority vs. minority are different between users and posts with statistical significance p < 0.001
by Pearson’s chi-square test. Note that the distribution of viewpoints over posts is more balanced
than the distribution of viewpoints over users.

make judgments about their behavior in their own self-interest (Bazerman et al., 2002). As it is in
their interest not to get moderated, a user may be prone to blind-spot bias (Kaatz et al., 2014) and
perceive themselves as being more civil than they actually are. If these users are then moderated,
they may be inclined to believe that moderators made an unfair judgment by moderating them for
their “civil” behavior. While we saw that most users viewed the main issue of censorship in BID
to be false negative judgments, some users do argue that they have been moderated without cause:

“Excuse me Pop but who did I personally attack ... Could you please clarify
why my post was modded?”
“Again, can you explain how this post is off topic/about myself?”

Another possible explanation for the perception of biased moderation from minority-view
users in general is that minority users may experience a halo effect where their perception of the
moderators are shaped by their experiences with other users within the group. Kelly et al. (2005)
found that in political Usenet groups, minority-view posts are overrepresented compared to the
population of minority-view authors, meaning minority-view users generate more posts per person
than majority-view users. We see this same pattern in BID (Figure 4.8). This pattern suggests
that individual minority users must spend more effort on defending their views, as there are fewer
people on their side who can help support their arguments. As a result, these minority-view users
may feel like they are outnumbered and targeted by majority-view users, who can afford to spend
less effort individually. These feelings of unfairness could be transferred to the moderation team,
as the moderators are responsible for regulating conversations and maintaining order within the
group.

Potential Interventions

One way of addressing the image of moderators as biased dictators is to shift both the power
and burden of moderation in the group. Studying the political branch of the technology news
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aggregator Slashdot, Lampe et al. (2014) argue for the success of a distributed moderation
system in which users with highly rated comments can become moderators, who in turn are
allowed to rate others’ comments higher or lower. Along with a “meta-moderation” system
that broadly crowdsources the review of moderator actions, they argue that this model can filter
out unproductive behaviors as well as develop and pass on community norms. Such a meta-
moderation system could not only counter moderator bias, but improve feelings of ownership in
the moderation system for users who are not moderators. A danger of these meta-moderation
systems that rely on the user base, however, is that minority-view users have fewer protections
against the majority. An independent panel of judges may be helpful in protecting minority-view
users from the tyranny of the majority, yet these judges should be made aware of their own biases
to avoid introducing blind-spot biases (Kaatz et al., 2014).

Moderators accused of censorship are often criticized for providing little evidence for why a
particular post is moderated while others are not. One possible intervention in these cases is an
automated system that does not directly classify posts as needing moderation, but instead provides
better grounding for the discussions between moderators and those being moderated (Gweon et al.,
2005). An example of such a grounding is an automated metric of inflammatory language that
also provides comparisons to similar past posts that have been moderated. Making this visible to
both the moderators and users could lend greater transparency and objectivity to how moderators
operate, though this method would have to be safeguarded against the possibility of reproducing
the bias of previous moderation.

Finally, it may be possible to address some of the sources of perceived and actual bias by
working towards reducing ambiguity in how rules of proper debate are written. Most moderated
discussion forums, like BID, frame their rules primarily in terms of what NOT to do (e.g. No
personal attacks, don’t derail the thread, etc.) Even the positively worded statement “Behave
civilly” in BID is framed in terms of what not to do, as it is unclear what it means to behave
in a civil manner. It instead implicitly tells users not to be uncivil. These negatively framed
rules, however, are unlikely to capture the full range of offensive or inappropriate behavior, as
users will try to find ways to circumvent the rules. One possible way of reducing the number of
users skirting around ambiguous, negatively-framed rules is reframing rules in terms of positive
discussion behaviors that users should include before they post. Encouraging political moderators
to enforce rules in terms of what users should do may reduce both inappropriate behaviors and
rule ambiguity by clearly defining what is expected of users.

Conclusion

Moderation in political discussion forums can be controversial, especially when claims of illegiti-
mate censorship of specific views and individuals arise. In this study, we examined what surface
types are likely to induce moderation and whether perceived unfairness against minority-view
conservative users is grounded when these surface types are accounted for in Ravelry’s Big Issues
Debate forum. We found that users holding minority views and moderation history are more
likely to be moderated, even after accounting for levels of potentially offensive posting behaviors.
The perception that there is bias against certain subgroups remains an issue in political forums,
as it may lead to tension and conflict over how moderation should be handled. We argue that
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ambiguity in how guidelines are laid out exacerbates cognitive biases, explaining how both actual
bias from the moderators and the perception of bias from users arise. We make recommendations
for interventions that mitigate these biases by reducing ambiguity and increasing transparency in
moderation decisions. While our study focuses primarily on Big Issues Debate, the techniques
presented can easily be applied to other political debate forums and it is likely that our findings
about the issue of perception of bias are not exclusive to this context.

Acknowledgement: This study was led mainly by Qinlan Shen. Yohan Jo’s contributions
include: extracting and interpreting surface types (Section 4.5.1) and interpreting the logistic
regression results (Section 4.5.2).

4.6 Study 3. Surface Types and Persuasion

In this study, we focus on deliberative dialogue, the kind of argumentation whose goal is to
broaden the understanding of an issue. The ChangeMyView (CMV) forum provides a platform
for such dialogue, where users (OPs) post their viewpoints on diverse issues and other users
(challengers) try to persuade OPs to change their viewpoints. While the social sciences and
communication studies have researched the change of attitudes (Petty and Cacioppo, 1986) and
rhetorical tools for literature and advertisements, we still lack quantified analyses of effective
argumentative moves in deliberative dialogue. As a step for addressing this problem, we examine
surface types and their influence on persuasion.

4.6.1 Experiment Settings
We use the CMV corpus for our analysis. We collect pairs of an OP’s argument and a direct
response by a challenger; hence, each pair is one exchange of utterances between an OP and
a challenger. Many factors would affect whether this exchange changes the OP’s viewpoint or
not. The main factor of our interest is the surface types used by the challenger. However, the
success of persuasion also depends on the domain (people are very stubborn for certain topics
like religion and politics) and the OP’s argumentative moves (surface types). Hence, in our first
analysis, we conduct a logistic regression where the response variable is the result of persuasion
(1 if successful and 0 otherwise) and the explanatory variables are the surface types used by the
OP and the challenger (binary), plus the domain (categorical):

Persuasion result∼OP’s surface types+Challenger’s surface types
+Domain.

Moreover, the success of persuasion may also depend on the challenger’s argumentative moves
in relation to the OP’s. Hence, we estimate the effects of the interactions of surface types between
the OP and the challenger. We use a logistic regression similar to the one above, but add interaction
variables:

Persuasion result∼OP’s surface types+Challenger’s surface types
+ Interactions of surface types between OP and Challenger
+Domain.
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4.6.2 Results
Table 4.13 summarizes the surface types learned from the CMV corpus.

Table 4.14 shows the odds ratios of surface types used by OPs and challengers, and domains.
Some surface types used by OPs have significant impacts on persuasion outcomes. For instance,
when the OP expresses confusion (Confusion), their viewpoint is more likely to be changed. In
contrast, using numbers (especially percentages Percent) and emphasizing specific terms (Term)
signal a less likelihood of their viewpoint being changed, probably because using these surface
types implies that the OP has concrete evidence or a specific intention for using certain terms.
Directly addressing the hearer (You) might reflect the OP’s aggressiveness and is indicative of the
failure of persuasion.

For challengers’ uses of surface types, providing concrete numbers (especially percentages
Percent) and references (URL), and clarifying definitions (Definition) significantly contribute
to the success of persuasion. Presenting different choices (Choice) and making a comparison
(Comparison) also help to change the OP’s viewpoint. Directly expressing confusion (Confusion)
and disagreement (NoSense), and even asking questions (Question) generally have positive effects
on persuasion.

As expected, OPs have the tendency to not change their views for some domains, such as sex,
gender, race, media, religion, drug, abortion, life, gun, job, and human.

Table 4.15 shows the effects of challengers’ argumentative moves in relation to the OP’s. The
OP’s directly addressing the hearer (You) was found to be negatively correlated with successful
persuasion in general, but when the challenger responds with history (History) or emphasis specific
terms (Term), the chance of success increases. Similarly, the OP’s using numbers (Percent) reduces
the chance of success in general, responding with meaning (Meaning), specific numbers (Number),
or references (URL) alleviates this tendency. The challenger’s expressing disagreement (NoSense)
generally has a positive effect on persuasion, but this effect decreases if the OP uses a normative
statement (Normative), and explains meaning (Meaning) or definitions (Definition).

A main take-away here is that the effect of a surface type can vary depending on the context.
That is, some surface types have positive effects on persuasion in general but the effects decrease
if certain surface types are used by the discussion partner, and vice versa. Furthermore, some
surface types do not have a consistent effect in general, but show a significant effect in certain
contexts. Our analysis here does not provide much detail about the mechanisms of interactions
between surface types. Nevertheless, it suggests what kinds of interactions are meaningful and
would be interesting topics for further nuanced analyses.

4.7 Study 4. Surface Types and Pro-/Counter-Argumentation
Before we delve into relations between propositions in terms of pro-/counter-argumentation in the
next chapter, we dedicate this short section as a bridge and conduct some preliminary analysis on
how surface types are associated with pro- and counter-argumentation. Specifically, we aim to see
if the types of two propositions signal whether they form a pro-argument or a counter-argument.
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Surface Type Description

You Directly addressing the hearer. (“You are a bad person if you do this.”)
Percent Numbers, especially including percentage. (“Most of the wealth that the 1% has comes

from investments or from ownership of different companies/projects/properties.”, “The
owner still pays 100’s of millions of dollars.”)

Normative Normative statements. (“We need to do something about climate change.”, “We can’t
avoid it.”)

Meaning Meaning of a statement. (“Did you perhaps mean “part genetic part nature”?”, “He
clearly was not talking about “woman”.”)

Quotes Quotations. (“If they respond by saying “saying ‘sorry’ doesn’t mean anything,” it’s a
little harsh, but understandable given the context.”)

NotThink Expressing disagreement. (“I don’t think he came nearly as close to making a threat like
these.”)

Number Numbers. (“Healthy does not mean organic fancy 20$/kg rice.”)
Saying Pointing out a saying. (“Saying ""evidence of a non-trivial nature"" isn’t very illuminat-

ing.”)
ArgEval Evaluation on an argument. (“That is a perfectly accurate statement.”, “It’s absurd to say

the government has the power to make some random Joe take you skydiving.”)
Question Questions. (“Then by what basis do you make a case for the existence of white privi-

lege?”)
Difference Pointing out that there is a difference. (“Again, that’s the difference between prescriptive

and descriptive.”)
Choice Presenting choices. (“Men should therefore be more feminine or have a new set of

masculine values”)
History Past event. (“Tea Party-Trumpism is the direction the party has been heading in for years

now.”)
I Personal belief or stories. (“I could care less that the drug is illegal in terms of its moral

for you to use it.”)
NoSense Expressing disagreement. (“It doesn’t make sense to argue that God shouldn’t take

responsibility for the destruction and pain that they indiscriminately cause to people.”)
Confusion Expressing confusion. (“I’m not at all sure why.”)
Term Emphasizing terms. (“It does not “change” an existing definition.”)
URL URLs. (“Being able to transition [**vastly improves trans youth’s mental

health**](https://thinkprogress.org/allowing-transgender-youth-to-transition-improves-
their-mental-health-study-finds-dd6096523375#.pqspdcee0)”)

Definition Definitions. (“That’s what “black” denotes for me – my membership in a specific
diaspora.”)

Comparison Making a comparison. (“The top-down control of the economy in a communist country
has a greater tendency towards famine than the competition of capitalism.”)

Table 4.13: Surface types learned from the CMV corpus.
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OP Challenger

You 0.89 ( * ) You 1.03 ( )
Percent 0.87 ( * ) Percent 1.35 (***)
Normative 1.03 ( ) Normative 1.13 ( * )
Meaning 0.96 ( ) Meaning 1.05 ( )
Quotes 0.86 ( ) Quotes 1.19 ( )
NotThink 1.09 ( ) NotThink 1.01 ( )
Number 0.98 ( ) Number 1.14 ( )
Saying 1.08 ( ) Saying 1.19 ( ** )
ArgEval 0.91 ( ) ArgEval 1.01 ( )
Question 1.09 ( ) Question 1.13 ( * )
Difference 1.01 ( ) Difference 1.10 ( )
Choice 0.97 ( ) Choice 1.16 ( * )
History 1.01 ( ) History 1.12 ( )
I 1.04 ( ) I 1.11 ( )
NoSense 0.94 ( ) NoSense 1.14 ( * )
Confusion 1.11 ( * ) Confusion 1.18 ( ** )
Term 0.71 (***) Term 1.20 ( )
URL 1.08 ( ) URL 1.29 (***)
Definition 0.99 ( ) Definition 1.27 (***)
Comparison 1.02 ( ) Comparison 1.25 (***)

Domain Domain

food 0.97 ( ) gun 0.91 (***)
music 0.98 ( ) job 0.94 ( * )
college 0.97 ( ) world 0.97 ( )
israel 0.97 ( ) gender 0.92 (***)
family 1.04 ( ) tax 0.95 ( )
money 0.98 ( ) power 0.99 ( )
religion 0.94 ( ** ) relationship 1.01 ( )
law 0.98 ( ) race 0.90 (***)
drug 0.93 ( ** ) economy 0.98 ( )
abortion 0.95 ( * ) game 0.99 ( )
war 0.98 ( ) human 0.92 (***)
crime 1.00 ( ) media 0.89 (***)
school 1.02 ( ) election 0.98 ( )
life 0.93 ( ** ) movie 1.00 ( )
sex 0.87 (***) reddit 0.97 ( )

Table 4.14: Odds ratio (OR) and statistical significance of features. An effect is positive if OR >
1 (blue) and negative if OR < 1 (red). (*: p < 0.05, **: p < 0.01, ***: p < 0.001)
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OP→Challenger OP→Challenger

You→History 1.39 ( * ) You→Term 1.71 ( * )
You→URL 0.65 ( * ) Percent→You 0.74 ( * )
Percent→Meaning 1.49 ( * ) Percent→Number 1.56 ( * )
Percent→Difference 0.63 ( ** ) Percent→URL 1.50 ( ** )
Normative→NoSense 0.71 ( * ) Normative→Confusion 1.39 ( * )
Meaning→You 1.50 ( * ) Meaning→Choice 0.67 ( * )
Meaning→NoSense 0.67 ( * ) Quotes→You 1.53 ( * )
Quotes→Saying 0.53 ( * ) Number→Normative 1.66 ( ** )
Number→Meaning 0.56 ( * ) Quotes→Normative.1 1.35 ( * )
ArgEval→Normative 0.69 ( * ) ArgEval→History 1.51 ( ** )
Difference→Quotes 1.62 ( * ) Choice→History 0.72 ( * )
History→NotThink 1.37 ( * ) Definition→Quotes 1.61 ( * )
Definition→NoSense 0.71 ( * ) Comparison→NotThink 1.47 ( ** )
Comparison→ArgEval 0.77 ( * )

Table 4.15: Odds ratio (OR) and statistical significance of features. An effect is positive if OR >
1 (blue) and negative if OR < 1 (red). (*: p < 0.05, **: p < 0.01, ***: p < 0.001)

4.7.1 Experiment Settings
The US2016 corpus is annotated with pro or counter relations between propositions; a proposition
may be supported or attacked by a set of propositions. Here, the supported/attacked proposition is
called a claim and the supporting/attacking propositions are called premises. Given the surface
types learned from this corpus, we first examine the association between the surface type of a
premise and the pro/counter relation it forms with the claim. For this analysis, we use a logistic
regression where the explanatory variable is the surface types of a premise (categorical) and the
response variable is whether the premise supports (1) or attacks (0) the claim:

Pro-argument ∼ Premise’s surface type.

In the second analysis, we look at the interaction of surface types between a premise and the
claim. In other words, we want to see if the pair of surface types between a premise and the claim
signals whether they form a pro-argument or a counter-argument. The logistic regression model
includes interaction variables in additional to the premise’s surface type.

Pro-argument ∼ Premise’s surface type +
Premise’s surface type * Claim’s surface type.

4.7.2 Results
We summarize the surface types learned from this corpus in Table 4.16.

Figure 4.9a shows the odds ratios (OR) of surface types that contribute to pro-argumentation
(as opposed to counter-argumentation). Here is a summary of the trend. Talking about the
speaker’s own story (I) is highly and significantly associated with supporting premises, indicating
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Odds Ratios of Surface Type Interactions

(a) Odds ratios of surface types. (*: p < 0.05, **: p < 0.01, ***: p < 0.001)

Odds Ratios of Surface Types

(b) Odds ratios of surface type interactions. Only statistically significant interactions are shown. P1← P2
means that P1 is the surface type of the claim and P2 is that of the premise. (*: p < 0.05, **: p < 0.01,
***: p < 0.001)
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Surface Type Description

I Talking about the speaker’s story. (“I’m not a gun advocate by any stretch.”, “As a young
person, I’m very concerned about climate change and how it will affect my future.”)

ElicitAns Eliciting answers from debaters. (“Sanders please answer the questions.”)
Number Using numbers. (“He’s 10 years old.”)
Number/% Using numbers, especially percentage. (“Global warming increases by 22.4%”, “she

has had more air time then over half the candidates have.”)
Number/$ Using numbers, especially about money. (“I don’t know how they do on $11,000 ,

$12,000 , $13,000 a year”)
Disagree Expressing disagreement. (“Sorry you are flat out wrong.”, “No its tremendous.”)
NegExpr Using negated expressions. (“It was not too late for Wisconsin.”, “I do not have a lot of

time to research further.”)
Future/Needs Expressing future events, including needs. (“We need more debates with people who

just say shit with no filter.”, ““if you are learning, you’re gonna change your position.””)
Question Questions. (“What would it take to destroy ISIS in 90 days?”)
Thanks Thanks. (“Thank you”)
Agenda Structure of debates. (“You know, tonight we hear about what people want to do”, “Well,

I do not expect us to cover all the issue of this campaign tonight, but I remind everyone
there are two more presidential debates scheduled.”)

Feeling Feeling. (“that’s what scares me.”, “lol”)

Table 4.16: Surface types learned from the US2016 corpus.

that debaters likely use their own stories and experiences to form a pro-argument. Similarly,
predicting a future event or presenting a need (Future/Needs) is associated pro-argumentation;
what will happen and what is needed are common content of supporting premises. Not surprisingly,
expressing disagreement (Disagree) and throwing questions (Question) are strongly correlated
with counter-argumentation. Expressing feelings (Feeling) is also significantly correlated with
counter-argumentation, probably because premises of this type often laugh at a claim or express a
grief. We have not found significant correlations with pro-argumentation for such surface types
as eliciting answers (ElicitAns), using numbers (Number/%, Number/$), thanking (Thanks), and
presenting an agenda (Agenda).

Figure 4.9b shows the odds ratios (OR) of the interactions of surface types between a premise
and the claim toward pro-argumentation. We find that when the speaker expresses disagreement, it
is likely to emphasize and strengthen a claim that expresses disagreement (Disagree←Disagree).
However, overall, not many interactions strongly and significantly signal a particular relation
type between propositions, implying that similar combinations of surface types are used to form
pro-argumentation and counter-argumentation, and thus it is difficult to predict pro- and counter-
argumentation based solely on surface types. In other words, we really have to look into the
meaning of propositional content in order to identify the relations between propositions, which
will be discussed in depth in the next part of the thesis.
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4.8 Conclusion
In this chapter, we applied CSM to four corpora of argumentative dialogue, and identified
underlying surface types. We found that despite the different domains and goals of these corpora,
there are surface types that are common across argumentative dialogue, such as questions, thanks,
numbers, references, disagreement, meaning, and personal stories. Based on the identified surface
types, we demonstrated that certain surface types are strongly associated with various outcomes of
argumentative dialogue. These analyses are by no means exhaustive, but they suggest interesting
directions for future work; based on the findings from these analysis, more nuanced analyses may
be conducted to understand the sophisticated mechanisms of surface types in achieving the goal
of argumentative dialogue.
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Part II

Argumentative Relations

In Part I, we focused on individual propositions and their types. In
Part II, we focus on relations between propositions and how these
relations constitute pro- and counter-argumentation. To clarify our
terminology and scope, we see an argument as consisting of a claim
and a premise, and each claim or premise in turn consists of one or
more asserted propositions. Henceforth, we use the general notion
of statement to refer to a claim or premise that comprises propo-
sition(s). This work focuses on the interaction between statements
rather than individual propositions within them.
In informal logic, argumentation schemes play an important role
in categorizing and assessing reasoning used in an argument. In
NLP, researchers have struggled to apply argumentation schemes to
computational work due to the difficulty of data annotation. In Chap-
ter 5, we propose an effective human-machine hybrid annotation
protocol and apply it to annotate four main types of statements in
argumentation schemes. We further show the affinity between these
types in formation of natural arguments and argumentation schemes.
In Chapter 6, we investigate four logical and theory-informed mech-
anisms that constitute argumentative relations between statements
(support, attack, and neutral): factual consistency, sentiment coher-
ence, causal relation, and normative relation. They explain argu-
mentative relations effectively and can further improve supervised
classifiers through representation learning.
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Chapter 5

Annotating Proposition Types in
Argumentation Schemes

Modern machine learning pipelines for analyzing argument have difficulty distinguishing between
types of statements based on their factuality, rhetorical positioning, and speaker commitment.
Inability to properly account for these facets leaves such systems inaccurate in understanding
of fine-grained proposition types. In this chapter, we demonstrate an approach to annotating for
four proposition types common in the statements of argumentation schemes, namely normative
propositions, desires, future possibility, and reported speech. We develop a hybrid machine
learning and human workflow for annotation that allows for efficient and reliable annotation
of complex linguistic phenomena, and demonstrate with preliminary analysis of structure and
rhetorical strategies in presidential debates. We develop a corpus of the 2016 U.S. presidential
debates and commentary, containing 4,648 argumentative statements annotated with the four
proposition types. This new dataset and method can support technical researchers seeking
more nuanced representations of argument, as well as argumentation theorists developing new
quantitative analyses.

5.1 Introduction
Argument mining is a broad field of computational linguistics that seeks to identify the structure
of written and spoken argument and extract meaningful content based on that understanding. But
as the domains that we can tackle with NLP grow more diverse and expand from newswire text
to social media and real-world dialogue, we are reaching an inflection point. These domains
are not characterized solely by objective statements with clean reporting of facts and details;
opinion, hedging, and reported speech are commonplace. In recent years, researchers have found
that argument mining pipelines struggle to identify factual content and disambiguate it from
fiction, lies, or mere hypotheticals in real-world data (Feng et al., 2012; Thorne et al., 2018). In
today’s politically charged atmosphere, this poses a challenge for developers of systems like fake
news detectors and recommender systems: when algorithmic systems cannot even reliably detect
the presence or assertion of facts in statements, how can they address the ethical challenges of
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deployed machine learning systems at scale (Leidner and Plachouras, 2017; Gonen and Goldberg,
2019)?

In this chapter, we introduce new resources for understanding statements that appear in speech
and text, based on the 2016 U.S. presidential debates. We define a fine-grained, four-dimensional
annotation schema for how propositions are introduced rhetorically in debates: namely, normative,
desire, future possibility, and reported speech propositions. These proposition types are tied
closely to practical reasoning, causal reasoning, and authority claims in argumentation schemes
(Walton et al., 2008) and represent varying levels of speaker commitment to individual statements
(Lasersohn, 2009).

While these definitions are tractable for reliable human annotators, we find that occurrences
in running text are rare and annotation is both difficult and inefficient. In response, we develop
a machine learning model with high recall for finding likely candidates for positive labels, and
describe a hybrid annotation workflow that boosts the efficiency of human annotators by 39-
85% while further improving reliability. Using this process we produce a corpus of annotated
statements. We conclude with a preliminary analysis of how these proposition types are used in
political debate and commentary. Our contributions in this chapter are as follows:

• A multi-dimensional annotation schema for fine-grained proposition types that are tied to
argumentation schemes and speaker commitment. In our work this schema has been proven
to be tractable and robust for both human and automated annotation.

• An effective, efficient, and novel methodology for hybrid machine-aided annotation. To
address logistic challenges with annotating sparse labels in our task, we introduce additional
best practices for hybrid human-machine systems for building datasets. This method
produces efficient machine filtering, especially of likely negative instances, which covers a
large percentage of our corpus. Human annotator time is prioritized on potential positive
instances, which are harder to recognize automatically with high precision.

• A public sample annotated corpus of statements using that schema, along with full anno-
tation manuals and baseline classification code. This dataset contains annotated instances
of novel proposition types, such as reported speech, and is more than three times larger
than comparable recent corpora. All these materials may enable further progress in the
community.

5.2 Related Work

5.2.1 Argument Mining and Statement Types
Argument mining is an expansive field with many applications. Datasets include the Internet
Argument Corpus for online debate on political topics (Walker et al., 2012; Swanson et al., 2015),
student argument in course essays (Stab and Gurevych, 2017), and parliamentary debate (Duthie
et al., 2016). State-of-the-art results have been produced using a range of methods including
random forests (Aker et al., 2017), integer linear programming for constraint-based inference
(Persing and Ng, 2016a), graph-based methods that focus on relations between claims (Niculae
et al., 2017; Nguyen and Litman, 2018), and more recently, end-to-end neural methods (Cocarascu
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and Toni, 2018; Frau et al., 2019). But these systems struggle to distinguish between distinctions
in argumentative strategy that look intuitively obvious to casual observers, instead relying on
coarse notions of claims and premises.

Today, automated systems fail to understand the nuanced factuality of these statements when
they appear in argumentation. Perceived factuality of statements, it turns out, are heavily tied
to an author’s intent (Wentzel et al., 2010); this concept of authors or speakers making claims
with only partial certainty or factuality have been collectively studied under the umbrella term
of “commitment” to a truth value for claims (Lasersohn, 2009). Naderi and Hirst (2015) give
examples of statements that are not straightforwardly factual, but instead contain statements
deeply embedded in hypotheticals and shifts in tense, beyond the current bounds of today’s NLP:

“Who among us would dare consider returning to a debate on the rights of
women in our society or the rights of visible minorities?”
“How can we criticize China for imprisoning those who practise their religion
when we cannot offer protection of religious beliefs in Canada?”

Later, Haddadan et al. (2018) describe the context-dependent annotation task of identifying
premises and claims in political discourse, providing the following statement from the 1960
Nixon-Kennedy presidential debate:

“Communism is the enemy of all religions; and we who do believe in God must
join together. We must not be divided on this issue.”

It turns out ideas are not only factual or fictitious, but lie on a many-dimensional gradient. They
can be positioned carefully when making arguments, negotiating, or manipulating a discourse
(Potter, 1996), and authors take care to distinguish between claims they know to be true, desires
they have for the future, amid other epistemological states of reported knowledge (Walton et al.,
2008).

In argumentation theory and communication sciences, statements are typically divided into
three types: fact, value, and policy (Hollihan and Baaske, 2015; Wagemans, 2016). Statements of
fact have contents whose truth value is verifiable with empirical evidence, whereas statements of
value are subjective judgments. Statements of policy propose that an action be carried out. These
types have been extended by prior studies. For instance, Park and Cardie (2018) extended fact
into non-experiential fact and testimony, and added reference—a text of information source (but
not reported speech in itself). Egawa et al. (2019) further added rhetorical statement, judgments
of value using figurative language and discourse structure.

While most prior work extended statement types based on the needs of the task at hand, our
taxonomy has been motivated mainly by argumentation theory. In particular, the argumentation
schemes of Walton et al. (2008) are a set of reasoning types commonly used in daily life. Each
scheme defines the form of a conclusion and the form(s) of one or more premises. As an example,
the scheme of argument from consequences is as follows:

Premise: “If A is brought about, good consequences will plausibly occur.”
Conclusion: “A should be brought about.”

These schemes have been adopted by many studies as a framework for analyzing reasoning pat-

113



terns (Song et al., 2017; Nussbaum, 2011). Researchers in computational linguistics have tried to
code the schemes, but this task turned out to be very challenging; as a result, annotations have low
agreement between annotators (Lindahl et al., 2019) or are available only from experts (Lawrence
et al., 2019). But different schemes are associated with different proposition types, and therefore,
we speculate that reliably annotating proposition types may ease the annotation of argumentation
schemes. The proposition types in this chapter are closely related to common argumentation
schemes, including practical reasoning, argument from consequence, argument from cause to
effect, and argument from expert opinion.

5.2.2 Efficient Linguistic Annotation
In their overview of argument mining today, Lippi and Torroni (2016) identify three key challenges
that limit the field:

1. The subtlety of the task requires more time-consuming and expensive training to achieve
high inter-rater reliability, compared to tasks like object detection in computer vision,
limiting the size and breadth of corpora available to researchers.

2. Because of the lack of existing data, there are few automation tools available to expedite
the annotation of future datasets, leaving the field with too much unsupervised data and not
enough labels.

3. The structured nature of claims and premises limits the utility of widely-used classification
algorithms.

More recent reviews of the field have made similar observations (Lawrence and Reed, 2019;
Janier and Saint-Dizier, 2019). Researchers have suspected that part of the challenge in these
problems is data collection and reliable annotation. Collecting span- and sentence-level an-
notations is a frequently used tool for machine learning researchers seeking to improve their
systems. Accurate annotation is time-consuming and expensive, though, and even when funding
is available, annotation tasks often require subject matter expertise that comes from either lived
experience or extensive training. This problem is exacerbated by rare phenomena, which results in
imbalanced datasets in many domains, like emotional crisis or suicidal ideation detection online
and in medical records (Pestian et al., 2012; Imran et al., 2016; Losada and Crestani, 2016), rare
occurrence of high- and low-end scores in student data in education domains (Woods et al., 2017;
Lugini and Litman, 2018), and rare social behaviors in healthcare settings (Mayfield et al., 2013;
Carrell et al., 2016). Our annotation also handles rare phenomena, and using a conventional
annotation methodology allows only moderate inter-annotator agreement even after intensive
annotator training, reflecting the difficulty of our task.

Many previous papers on text annotation have relied on crowdsourcing, relying on inexperienced
editors on services such as Crowdflower and Amazon Mechanical Turk (Snow et al., 2008;
Swanson et al., 2015). While this approach works for many common-sense tasks, prior work has
shown that achieving high inter-rater reliability with these services is arduous and relies on many
strict methodological choices and narrowing of task type (Alonso et al., 2015; Hoffman et al.,
2017). When converting real-world phenomena into categorical judgments that can achieve high
reliability, nuance is often lost in the name of inter-annotator agreement. This requires researchers
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Figure 5.1: Speaker affiliations and debate sources.

to make a trade-off between, on one hand, the expressiveness and fidelity of the linguistic
construct they are attempting to capture, and on the other the potential for operationalization and
quantification in coding manuals and fully automated systems. Particularly in imbalanced tasks,
these choices can have the effect of producing an inaccurate picture of the minority class and
producing datasets that are no longer a valid representation of the original construct (Corbett-
Davies and Goel, 2018).

To expedite annotation without sacrificing validity, researchers have developed annotation tools
that incorporate machine learning (Pianta et al., 2008; Yimam et al., 2014; Klie et al., 2018).
These tools train a machine learning algorithm on a subset of annotations and suggest predicted
annotations for new data, producing a hybrid “human-in-the-loop” model (da Silva et al., 2019).
Our work here follows in this tradition, seeking effective and efficient methods for collecting
reliable new data.

5.3 Domain Description

For all annotation and experiments in this work, we use transcripts of the 2016 U.S. presidential
debates and reaction to the debates on Reddit (Visser et al., 2019) (Section 4.2.4). This corpus is
appropriate for our task as it includes various rhetorical moves by both politicians and observers
in social media. In addition, human annotators have extracted propositions from all dialogues and
posts, and identified claim-premise pairs with support and attack relations. Our work focuses on
4,648 propositions that are part of claim-premise pairs with support relations. Approximately half
of our data comes directly from debate transcripts, with the remainder coming from social media
response. From the transcripts of the debates themselves, approximately 10% of statements come
from moderators while the remainder comes from candidates themselves. The full distributions of
speaker affiliations and debate sources are shown in Figure 5.1.

We are not the first researchers to study this domain. Haddadan et al. (2018) annotated similar
presidential debates dating back to 1960, while numerous researchers have studied argumentation
on Reddit and similar social media sites (Jo et al., 2018). Datasets have also been developed for
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similar annotation schemes, like the more syntactically and lexically constrained Commitment-
Bank (Jiang and de Marneffe, 2019), and for the 2016 U.S. presidential election in particular
(Savoy, 2018). Our work, however, is the first to date to examine argumentation frames in this
context, at this level of depth, in primarily computational work.

5.4 Defining Proposition Types
This work does not attempt to cover all of argumentation theory; instead, we focus on four
important proposition types: normative, desire, future possibility, and reported speech. Using
the language from prior work, in our taxonomy future possibility, desire, and reported speech
are subtypes of fact, while normative is close to policy. We do not assume that these proposition
types are mutually exclusive, choosing to adopt binary annotation for each proposition type. More
details and examples are available in the full annotation manuals.

5.4.1 Normative
A normative proposition is defined as a proposition where the speaker or someone else proposes
that a certain situation should be achieved or that an action should be carried out. A normative
proposition, under our definition, carries the explicit force of community norms and policies1, as
opposed to a mere desire or valuation, and includes commands, suggestions, expression of needs,
and prohibitive “can’t”. An example proposition is:

“The major media outlets should not be the ones dictating who wins the
primaries.”

Normative propositions are tightly related to several argumentation schemes. For instance,
the argument from consequences scheme proposes that a certain action should (or shouldn’t)
be carried out because of a potential consequence. Practical reasoning also asserts a normative
conclusion in order to achieve a certain goal (Walton et al., 2008). Prior studies have referred to
similar normative statements as “policy” annotations (Park et al., 2015; Egawa et al., 2019).

5.4.2 Desire
A desire proposition is defined as a proposition that explicitly claims that the speaker or someone
else desires to own something, do something, or desires for a certain situation to be achieved. A
desire is usually weaker than normative propositions and carries no explicit force of proposal or
norm. Actively desiring something is also different than merely valuing that thing or asserting a
future possibility. An example proposition is:

“At the very least for the first debate I’d like to see everyone get a fair shot at
expressing themselves.”

In practical reasoning, a normative conclusion is supported by a certain goal to achieve, and this
goal is often expressed as another normative proposition or a desire as in:

1Albeit through the implicit lens of the speaker or writer’s interpretation and understanding of those norms.
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Claim: “Let’s have paid family leave.”
Premise: “I want US to do more to support people who are struggling to
balance family and work.”

Prior work has paid little attention to annotating desire statements. In NLP, the closest work
is in subjectivity annotation and the more narrow task of annotating subjectively beneficial
events (Somasundaran and Wiebe, 2010; Deng et al., 2013), but these approaches have typically
been applied in the context of sentiment analysis; our approach focusing on argument is, to our
knowledge, a new contribution in computational linguistics.

5.4.3 Future Possibility
A future possibility proposition claims a possibility or prediction that something may be the case
in the future. These future possibilities are independent of whether the speaker desires the forecast
to be true, or believes they should be true; the claimed future possibility is just the speaker’s own,
or someone else’s, belief about what the future may hold:

“US shooting down a Russian jet could easily turn ugly.”

Speakers describing their own future plans are also counted as a future possibility. Propositions
with future possibilities are often used to support conclusions in the argument from consequences
scheme, as in the following example:

Claim: “Bring us to a 350 ship Navy again, and bring our Air Force back to
2,600 aircraft.”
Premise: “Those are the kind of things that are going to send a clear message
around the world.”

An additional scheme, argument from cause to effect, also makes use of future possibility as a
conclusion, supported by factors that may cause the future event.

5.4.4 Reported Speech
Our last proposition type is reported speech. A reported speech proposition must convey an
explicit or implicit predicate borrowed from a source external to the speaker. We extend the
scope of “speech” to belief, thoughts, and questions, in order to capture a wider range of contents
borrowed from external sources:

“Many in the Black Lives Matter movement, and beyond, believe that
overly-aggressive police officers targeting young African Americans is the
civil rights issue of our time.”

For each proposition of reported speech, we also annotate text spans that represent the source and
the content, and mark the credibility of the source as high, low, or unsure.

Reported speech plays a critical role in discourse; the alignment of a statement with a third-party
source allows for both distancing an author from the claim, and for simultaneously strengthening
that claim by appealing to the authority of the original source (Walton et al., 2008). In practice,

117



this is used as a sophisticated rhetorical tool in argument, as a trigger to agree or disagree with
the position (Janier and Reed, 2017), to make authority claims (Walton et al., 2008), or even
to commit straw man fallacies (Talisse and Aikin, 2006). In the NLP community, a prior study
identified authority claims in Wikipedia talk pages (Bender et al., 2011), but the ways of referring
to task-oriented norms in these pages are different from general reported speech in argumentation.
Park et al. (2015) annotated references (e.g., URLs) in policy-related argumentation, but reported
speech was not included as references.

As a methodological note, in the original corpus the pronoun “I” has been resolved to the
speaker’s name in the process of annotating propositions from locutions (e.g., for the sentence
“I believe Americans do have the ability to give their kids a better future”, “I believe” has been
replaced with “O’MALLEY believes”) (Jo et al., 2019). As a result, it is difficult to tell whether
the source of a reported speech proposition is indeed the speaker or not. For annotation, we are
faithful to the text of each proposition as it is, resulting in many instances of reported speech that
can be used for machine learning. Since some of these instances are not reported speech in the
original debates, however, our post hoc analyses (Section 5.6) exclude instances whose speaker
and report source are identical.

5.5 Annotation Workflow

The workflow of our annotation process is designed to manage three concurrent problems. First,
our annotations require detailed reading of an annotation manual and are difficult to acquire from
the minimally trained workers typically used in contexts like crowdsourcing. Second, positive
instances are rare (less than 15% of the total dataset for each statement type), in which case
capturing positive instances is challenging but crucial for high inter-annotator agreement and the
high quality of annotations. And third, because of the high engagement needed by individual
annotators and the lack of positive examples in freely occurring text, the collection and labeling of
a dataset sufficiently large to perform quantitative studies and train downstream argument mining
classifiers is expensive and logistically challenging.

We solve these problems by leveraging a machine annotator trained on a set of annotations.
After we train two human annotators on a subset of data, the remaining corpus is split between
them. To expedite annotation, the machine annotator annotates the data first and separates it into
a large percentage of instances that are covered by highly reliable machine annotation and only
need quick review by humans (mostly negative instances), and a remaining small portion that
needs to be annotated as usual. To maintain high quality of the final annotated dataset, as a final
step all human annotations are compared with the machine annotations, and discrepancies are
resolved by an adjudicator (the author of this thesis).

An overview of this annotation process is shown in full in Figure 5.2. For each proposition type,
our annotation follows a three-stage process. Stage 1 is to train two human annotators. In Stage 2,
we train a machine annotator and calibrate it to optimize dataset coverage and accuracy. In Stage
3, the remaining data is annotated by the human and machine annotators in collaboration; final
discrepancies are resolved by the adjudicator.
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Figure 5.2: Workflow of annotation process. A1, A2, and AD are two human annotators and the
adjudicator, respectively. M is the machine annotator.

Category Annotation
(Dev) Eval

Heldout
Annotation

Heldout
Review

Normative 1,497 (924) 400 461 2,290
Future 1,497 (424) 400 433 2,318
Desire 1,497 (424) 400 340 2,411
Rep. Speech 997 (997) 400 541 2,710

Table 5.1: Statistics of data splits.

5.5.1 Initial Training for Human Annotators
In this stage, we train two human annotators and evaluate their inter-annotator agreement. We
recruited two undergraduate students as annotators; they have no particular experience in argumen-
tation or rhetoric. Approximately 30% of the data (Annotation) is used for developing annotation
guidelines and training human annotators iteratively over multiple rounds. We then evaluate the
final annotation guidelines for reliability on the Eval set, approximately 10% of the entire data
(Table 5.1).

Inter-annotator agreement (IAA) was measured using Krippendorff’s alpha. We achieve results
of α = 0.67 for the normative type, α = 0.59 for the desire type, α = 0.66 for the future
possibility type, and α = 0.71 for the reported speech type. Despite quite intensive training of
human annotators, the main challenge for achieving substantially high IAA is the small number of
positive instances; missing a few positive instances greatly affects the IAA score. This motivates
our use of the machine annotator as the third annotator.

For reported speech, we also annotated the text spans of sources and contents, and the credibility
of the sources. To evaluate the annotators’ agreement on sources or contents, we first filtered
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Category αBF αAF DA (A1) DA (A2)

Normative 0.67 0.97 6.8% 11.0%
Desire 0.59 0.86 2.5% 4.5%
Future 0.66 0.96 4.8% 4.5%
Reported Speech 0.71 0.83 13.0% 13.0%

Table 5.2: IAA on the Eval set. αBF and αAF are the IAA before and after machine involvement,
respectively. “DA (A1)” and “DA (A2)” are the instance-level disagreement rates between the
machine and the two human annotators.

Category Prec Recl F1 AUC

Normative 84.1 88.7 86.1 98.1
Desire 100.0 70.0 80.0 95.1
Future 60.0 81.4 62.8 98.2
Reported Speech 44.6 92.9 59.4 96.4

Table 5.3: Machine performance using 5-fold cross validation.

statements that both annotators marked as reported speech, and for each statement, we obtained
the longest common sequence of words between two text spans from the annotators. The average
number of words that are outside of the common span is 0.5 for sources and 0.2 for contents. Most
mismatch comes from articles (“the experts” vs. “experts”) or modifiers (“President Clinton” vs.
“Clinton”). For credibility annotations, the annotators agreed on 85% of the annotations. These
results show that the annotations of sources, contents, and credibility are reliable.

5.5.2 Training Machine Annotator
In this stage, we train a machine annotator and calibrate it to optimize the amount of dataset
it covers and annotation accuracy. A subset of the Annotation set is annotated on the final,
independently reliable annotation guidelines (Dev) and used for training the machine annotator for
each proposition type (Table 5.1). For machine learning feature representation and labeling, we
use the single sentence classification model in BERT2 (Devlin et al., 2018). The input is the full
text of a proposition, and the output is the probability that the input proposition is an instance of
the corresponding proposition type. Representation is fully automated in a deep neural model that
makes extensive use of attention weights and intermediate representations. We used the pretrained
uncased, base model with the implementation provided by Hugging Face (Wolf et al., 2020). The
machine annotator’s accuracy on the Dev set using 5-fold cross validation is shown in Table 5.3.

To evaluate how the machine annotator can improve the reliability of annotations, the Eval
set was also annotated by the machine, and discrepancies between the machine predictions and

2We tried logistic regression with extensive hand-crafted features as well, but BERT performed significantly
better.
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Figure 5.3: Trade-off between data coverage and annotation accuracy as the threshold of machine-
predicted probability k varies. This graph is for Reported Speech, but other proposition types have
similar tendencies.

original human annotations from both annotators were resolved by the adjudicator (E1 and E2
in Figure 5.2). As expected, the IAA improved significantly from before adjudication (αBF )
to after adjudication (αAF in Table 5.2); the final adjudicated agreement between annotators is
between 0.83 and 0.97. The disagreement rate between a human annotator and the machine
annotator—annotations that need to be adjudicated—ranges between 2.5% and 13.0%.

We next move to questions for developing a hybrid human-machine annotation pipeline. We
take advantage of the distribution of classifier output probabilities, finding that the machine
annotator has very high AUC scores (Table 5.3), and that the shape of the probability distributions
is well-suited to filtering out instances that are unlikely to contain positive examples of our
proposition types. We define a probability threshold k and say that instances with probability of a
positive label less than k are covered by the model.

We analyzed how k affects the coverage and annotation accuracy on the Eval set. For this
analysis, we first created gold standard annotations for the Eval set by the adjudicator resolving
disagreements between the annotations of the two human annotators (Gold in Figure 5.2). Then,
for each value of k, we replaced the labels of instances whose predicted probability is lower than k
with the machine annotator’s decisions and measured the IAA and agreement rate between these
partially replaced annotations and the Gold set. Figure 5.3 shows visually the trade-off between
this threshold, quantity of data covered, and annotation accuracy as k increases:

• Dataset coverage (red line): A large percentage of instances, over half, are clumped
together and assigned probabilities of positive labels of approximately k = 0.2. After this
large group of negative instances comes a steadier growth in coverage between k =0.2–0.9.

• Agreement (Krippendorf’s α , blue line; accuracy, yellow line): This estimates the
lower bound of accuracy from human-machine hybrid annotation without final adjudication.
Initially, for low values of k, accuracy remains at or approximately 100%, because the
machine filters out likely negative instances well. As k grows, overall model accuracy
decreases.
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Category Metric k Coverage α Agree

Normative mean .19 78% .98 99.0%
Desire max .34 81% .95 99.6%
Future mean .39 88% .95 99.1%
Reported Speech mean .35 78% .96 99.7%

Table 5.4: Final configurations of the machine annotator.

This resulting model is a good fit for a hybrid human-machine annotation workflow. The models
efficiently filter out negative samples with high coverage at a relatively low value of k, producing
a much smaller and more balanced set of candidate statements for human annotation. Below
this threshold, instances are assigned negative labels automatically and are only subject to very
efficient human review; above this threshold, humans are required for a more time-consuming full
annotation process. Table 5.4 shows the hyperparameter selection of mean or max probabilities
of the 5-fold classifiers; the tuned threshold k for each proposition type; and the resulting data
coverage, α , and agreement rate (accuracy).

5.5.3 Human-Machine Hybrid Annotation

In the last stage of our workflow, the remaining data (Heldout) is split between the two human
annotators. Each split is further split into an annotation set and a review set (Table 5.1); the
annotation set is annotated by the human annotator as usual, and the review set is pre-annotated
by the machine, and reviewed and corrected by the human annotator. Since human annotators
may make mistakes, the annotations of a human annotator for both the annotation and review sets
are compared with the machine annotations, and disagreements are resolved by the adjudicator.

Detailed statistics of annotation speed and disagreement rates are listed in Table 5.5. On
average, the review session is three times faster than the annotation session, expediting annotation
significantly for a large portion of the data. Both annotators see efficiency boosts of between 39.0%
and 85.3%, depending on proposition type, when moving from the full annotation process to review
of machine annotations. We observe that the two human annotators have different annotation paces
for each proposition type. This situation is common in many annotation tasks where data is split
among annotators; although it could potentially result in inconsistent annotations, many annotation
studies do not take a further step of quality control. In our task, when all human annotations
were compared with the machine annotations, on average 6% of instances had disagreement,
which was resolved by the adjudicator (Table 5.5). This emphasizes the value of our approach,
using a machine annotator to double check human annotations and resolve potentially incorrect
annotations with a small effort of adjudication. The prevalence of each proposition type for the
entire annotated dataset is shown in Table 5.6. Labels are not exclusive or conditioned on each
other; in total, 30% of the final dataset contains at least one positive annotation, and most other
positions describe judgments and facts.
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Category
A1 A2

Annotation Review Gain Agreement Annotation Review Gain Agreement

Normative 17.3 3.0 82.7% 93.2% 6.4 1.9 70.3% 96.5%
Desire 8.3 3.4 59.0% 96.5% 4.9 1.8 63.3% 95.0%
Future 10.4 5.3 49.0% 93.0% 10.9 1.6 85.3% 99.0%
Reported
Speech

10.6 6.5 39.0% 86.6% 22.4 7.1 67.4% 91.2%

Table 5.5: Annotation speed (sec/statement) and efficiency gain moving from full annotation to
review of machine labels, and instance-level agreement rates between single human and machine
annotation on the Heldout set.

Num of statements

Normative 602 (13%)
Desire 147 (3%)
Future 453 (10%)
Reported Speech 242 (5%)

Total 4,648 (100%)

Table 5.6: The number of positive instances and their proportion for each proposition type for the
entire data.

5.6 Analysis of U.S. Presidential Debates
Our annotations readily allow us to conduct some interesting analyses of the 2016 U.S. presidential
debates. First, different speakers in the debates use different rhetorical strategies, and our
proposition types shed light on how the strategies differ in terms of the kinds of statements made
by the speakers. Next, we analyze varying types of claims made in the debates and what types of
premises are commonly used to support those claims.

5.6.1 Use of Proposition Types by Main Speakers
Across individual speakers: As representative examples of how our annotations can be used
to evaluate language in use, we first chose five main speakers to examine how they differ in their
use of proposition types: Donald Trump, Hillary Clinton, Bernie Sanders, Anderson Cooper, and
Reddit users (as an aggregated group). Trump and Clinton were the nominees of the Republican
and Democratic Parties, while Sanders was a competitive rival of Clinton. Cooper was a main
moderator of the debates. For each of these speakers, we calculated the proportion of each
proposition type and then normalized these proportions to z-scores.

As shown in Figure 5.4, these five exemplar speakers use proposition types differently (their
distributions of the types are significantly different with p < 1e-5 for a χ2 test). When compared
to Trump, the Democratic candidates make much greater use of normative language. In particular,
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Figure 5.4: Use of proposition types by five main speakers, normalized to z-scores.

language from the two Democratic candidates uses normative statements and expresses desires
a lot more than Trump, often to make the case for specific policies based on normative values.
Clinton makes the most use of normative language, while Sanders mentions future possibilities
less and uses reported speech slightly more. But the major differentiator is in normative language,
where he mirrors Clinton.

Clinton: “We also, though, need to have a tax system that rewards work and
not just financial transactions”
Sanders: “War should be the last resort that we have got to exercise diplomacy”

These normative judgments are not absent entirely from Trump’s language, but they are less
prevalent. Among moderators, Cooper uses significantly more reported speech and less normative
statements and future possibilities than candidates or online commenters, which matches his role
as a moderator in contemporary politics. While early debates in the television era leaned on
questions from moderators that were “unreflective of the issues salient to the public” (Jackson-
Beeck and Meadow, 1979), moderators today view themselves as serving a “gatekeeping” function
that is nevertheless representative of a curated version of engaging questions that are relevant to
the public interest, expressed through reported speech (Turcotte, 2015). Lastly, Reddit users make
use of less rhetorical structure than candidates of either party or moderators, instead focusing
more on past/current events, facts, and more straightforward rhetoric. This is reflected in their
lower use of normative statements, future possibilities, and desire compared to the candidates.

Across affiliations: Next, we examined whether there is a significant difference in use of propo-
sition types among Republican candidates, Democratic candidates, and Reddit users. We split
statements into the three groups (excluding moderators) and tested for differences in proportion
of each proposition type across groups, using χ2 tests.

As shown in Table 5.7, Democratic candidates as a whole continue the trend we observe in
individual speakers. They use more normative statements and desire expressions than Republican
candidates, and this result across groups is highly significant. However, they had no significant
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Normative Desire Reported Speech

Dem vs. Rep +++ +
Reddit vs. Dem –- - ++
Reddit vs. Rep –- +

Table 5.7: Comparison of proposition types used by Republicans, Democrats, and Reddit users.
+/- represents whether the group on the left uses a higher/lower proportion of the proposition type
than the group on the right, and the numbers of +/- indicate significance levels (one: p < .05, two:
p < .01, three: p < .001). There was no significant difference in use of future possibilities among
the groups.

difference in use of reported speech and future possibilities. Reddit users make less use of
argumentation proposition types in general: they use less normative language than the candidates
and express less desire than Republican candidates. However, they use reported speech often,
partly because much of their discussions occurs after the debates have occurred. As a result,
these texts often refer back to speech from the debates themselves and the reported speech of the
candidates.

5.6.2 Proposition Types in Claim-Premise Pairs
The statements in our work are drawn from claim-premise pairs, as annotated in the original corpus.
As such, we are able to merge our annotations with this pre-existing structure for deeper analysis.
We do so first by examining the correlations of the proposition types between claims made in the
debates and their supporting premises. We computed the correlations between proposition types
in claim-premise pairs as follows. First, since a few propositions have more than one proposition
type, we chose the main type in the importance order of normative, desire, reported speech, and
future possibility. Propositions that do not belong to any of these types are classified as other. For
each type of claims, we calculated the distribution over proposition types for their premises and
normalized again to z-scores (Figure 5.5).

Each proposition type has different degrees of correlations with other proposition types. Natu-
rally, proposition types often match between claims and premises—the appearance of a particular
proposition type in a premise conditioned on that type appearing in a claim is high (the diagonal
of the table). We see many instances of normative statements supported by a normative premise,
constituting practical reasoning:

Claim: “We need to control our border.”
Premise: “It’s our responsibility to pick and choose who comes in.”

Similarly, many claims of future possibility are supported by the same type of premise, consti-
tuting an argument from cause to effect:

Claim: “Families’ hearts are going to be broken.”
Premise: “Their kids won’t be able to get a job in the 21st Century.”

On the other hand, certain pairings are deeply unnatural and rarely-occurring in natural text.
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Normative Future Desire Reported 
Speech Other

Normative 1.59 -0.43 -0.70 -0.37 -0.67

Future -0.24 1.70 -0.31 -1.35 -0.78

Desire 0.26 0.07 1.74 0.33 -0.74

Reported 
Speech -0.96 -0.70 -0.59 1.39 1.11

Other -0.65 -0.64 -0.14 0.00 1.08

Figure 5.5: Normalized z-scores of correlations between proposition types in claim-premise pairs.
Rows are claim types and columns are premise types.

Pairs comprised of future-looking claims based on premises from reported speech, for instance, are
the least likely pairing in our dataset. The correlation analysis supports our belief that proposition
types can be useful information for studying argument.

This analysis has application to tasks like argument generation, where correlation information
may inform systems of what kind of premise should likely follow a certain type of claim in
natural speech, allowing parameterization beyond mere topic and into natural language generation
that controls for style and structure, a goal of recent work (Prabhumoye et al., 2018). For
argumentation scheme annotation, high correlations between proposition types imply that the
proposition types may reflect different argumentation schemes, and may provide a structured
crosswalk between argumentation theory, which are often nuanced and resist quantification at
scale, and NLP advances that are often limited to labeling tasks.

5.7 Conclusion
Through the introduction of this new corpus of the U.S. 2016 presidential debates and commentary,
annotated with four proposition types that capture nuanced building blocks of argumentation
schemes, we hope to advance the state of the art in argument mining. For effective annotation,
we presented a human-machine hybrid annotation protocol that allows for efficient and reliable
annotation for difficult annotation tasks involving complex reasoning and rare occurrences of
positive instances. We believe this methodology is replicable in the identification, annotation,
and study of sociolinguistic or argument features more broadly that appear rarely. Today’s
machine learning systems struggle with such skewed distributions in a fully automated context,
but we demonstrated that both the speed and inter-annotator reliability of these annotations can be
enhanced with a hybrid approach that makes targeted, selective use of machine learning methods.
Future research should test whether the distributional properties that make this approach effective
in our domain, like high recall and near-100% precision in low-probability negative instances, are
part of a more general pattern in annotation of rare linguistic phenomena in text and speech.
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Chapter 6

Classifying Argumentative Relations

While argument mining has achieved significant success in classifying argumentative relations
between statements (support, attack, and neutral), we have a limited computational understanding
of logical mechanisms that constitute those relations. Most recent studies rely on black-box
models, which are not as linguistically insightful as desired. On the other hand, earlier studies use
rather simple lexical features, missing logical relations between statements. To overcome these
limitations, our work classifies argumentative relations based on four logical and theory-informed
mechanisms between two statements, namely (i) factual consistency, (ii) sentiment coherence, (iii)
causal relation, and (iv) normative relation. We demonstrate that our operationalization of these
logical mechanisms classifies argumentative relations without directly training on data labeled
with the relations, significantly better than several unsupervised baselines. We further demonstrate
that these mechanisms also improve supervised classifiers through representation learning.

6.1 Introduction

There have been great advances in argument mining—classifying the argumentative relation
between statements as support, attack, or neutral. Recent research has focused on training complex
neural networks on large labeled data. However, the behavior of such models remains obscure,
and recent studies found evidence that those models may rely on spurious statistics of training
data (Niven and Kao, 2019) and superficial cues irrelevant to the meaning of statements, such
as discourse markers (Opitz and Frank, 2019). Hence, in this work, we turn to an interpretable
method to investigate logical relations between statements, such as causal relations and factual
contradiction. Such relations have been underemphasized in earlier studies (Feng and Hirst, 2011;
Lawrence and Reed, 2016), possibly because their operationalization was unreliable then. Now
that computational semantics is fast developing, our work takes a first step to computationally
investigate how logical mechanisms contribute to building argumentative relations between
statements and to classification accuracy with and without training on labeled data.

To investigate what logical mechanisms govern argumentative relations, we hypothesize that
governing mechanisms should be able to classify the relations without directly training on
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relation-labeled data. Thus, we first compile a set of rules specifying logical and theory-informed
mechanisms that signal the support and attack relations (§6.3). The rules are grouped into four
mechanisms: factual consistency, sentiment coherence, causal relation, and normative relation.
These rules are combined via probabilistic soft logic (PSL) (Bach et al., 2017) to estimate the
optimal argumentative relations between statements. We operationalize each mechanism by
training semantic modules on public datasets so that the modules reflect real-world knowledge
necessary for reasoning (§6.4). For normative relation, we build a necessary dataset via rich
annotation of the normative argumentation schemes argument from consequences and practical
reasoning (Walton et al., 2008), by developing a novel and reliable annotation protocol (§6.5).

Our evaluation is based on arguments from kialo.com and debatepedia.org. We first demon-
strate that the four logical mechanisms explain the argumentative relations between statements
effectively. PSL with our operationalization of the mechanisms can classify the relations without
direct training on relation-labeled data, outperforming several unsupervised baselines (§6.7).
We analyze the contribution and pitfalls of individual mechanisms in detail. Next, to examine
whether the mechanisms can further inform supervised models, we present a method to learn
vector representations of arguments that are “cognizant of” the logical mechanisms (§6.8). This
method outperforms several supervised models trained without concerning the mechanisms, as
well as models that incorporate the mechanisms in different ways. We illustrate how it makes a
connection between logical mechanisms and argumentative relations. Our contributions are:

• An interpretable method based on PSL to investigate logical and theory-informed mecha-
nisms in argumentation computationally.

• A representation learning method that incorporates the logical mechanisms to improve the
predictive power of supervised models.

• A novel and reliable annotation protocol, along with a rich schema, for the argumentation
schemes argument from consequences and practical reasoning. We release our annotation
manuals and annotated data.1

6.2 Related Work
There has been active research in NLP to understand different mechanisms of argumentation
computationally. Argumentative relations have been found to be associated with various statistics,
such as discourse markers (Opitz and Frank, 2019), sentiment (Allaway and McKeown, 2020),
and use of negating words (Niven and Kao, 2019). Further, as framing plays an important role in
debates (Ajjour et al., 2019), different stances for a topic emphasize different points, resulting in
strong thematic correlations (Lawrence and Reed, 2017).

Such thematic associations have been exploited in stance detection and dis/agreement classifica-
tion. Stance detection (Allaway and McKeown, 2020; Stab et al., 2018; Xu et al., 2018) aims to
classify a statement as pro or con with respect to a topic, while dis/agreement classification (Chen
et al., 2018a; Hou and Jochim, 2017; Rosenthal and McKeown, 2015) aims to decide whether two
statements are from the same or opposite stance(s) for a given topic. Topics are usually discrete,

1The annotations, data, and source code are available at: https://github.com/yohanjo/tacl_arg_rel
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and models often learn thematic correlations between a topic and a stance (Xu et al., 2019). Our
work is slightly different as we classify the direct support or attack relation between two natural
statements.

The aforementioned correlations, however, are rather byproducts than core mechanisms of
argumentative relations. In order to decide whether a statement supports or attacks another,
we cannot ignore the logical relation between them. Textual entailment was found to inform
argumentative relations (Choi and Lee, 2018) and used to detect arguments (Cabrio and Vil-
lata, 2012). Similarly, there is evidence that the opinions of two statements toward the same
concept constitute their argumentative relations (Gemechu and Reed, 2019; Kobbe et al., 2020).
Causality between events also received attention, and causality graph construction was proposed
for argument analysis (Al-Khatib et al., 2020). Additionally, in argumentation theory, Walton’s
argumentation schemes (Walton et al., 2008) specify common reasoning patterns people use to
form an argument. This motivates our work to investigate logical mechanisms in four categories:
factual consistency, sentiment coherence, causal relation, and normative relation.

Logical mechanisms have not been actively studied in argumentative relation classification.
Models based on hand-crafted features have used relatively simple lexical features, such as
n-grams, discourse markers, and sentiment agreement and word overlap between two state-
ments (Stab and Gurevych, 2017; Habernal and Gurevych, 2017; Persing and Ng, 2016b; Rinott
et al., 2015). Recently, neural models have become dominant approaches (Chakrabarty et al.,
2019; Durmus et al., 2019; Eger et al., 2017). Despite their high accuracy and finding of some
word-level interactions between statements (Xu et al., 2019; Chen et al., 2018a), they provide quite
limited insight into governing mechanisms in argumentative relations. Indeed, more and more
evidence suggests that supervised models learn to overly rely on superficial cues, such as discourse
markers (Opitz and Frank, 2019), negating words (Niven and Kao, 2019), and sentiment (Allaway
and McKeown, 2020) behind the scene. We instead use an interpretable method based on PSL to
examine logical mechanisms (§6.7) and then show evidence that these mechanisms can inform
supervised models in intuitive ways (§6.8).

Some research adopted argumentation schemes as a framework, making comparisons with
discourse relations (Cabrio et al., 2013) and collecting and leveraging data at varying degrees of
granularity. At a coarse level, prior studies annotated the presence of particular argumentation
schemes in text (Visser et al., 2020; Lawrence et al., 2019; Lindahl et al., 2019; Reed et al.,
2008) and developed models to classify different schemes (Feng and Hirst, 2011). However,
each scheme often accommodates both support and attack relations between statements, so
classifying those relations requires semantically richer information within the scheme than just
its presence. To that end, Reisert et al. (2018) annotated individual components within schemes,
particularly emphasizing argument from consequences. Based on the logic behind this scheme,
Kobbe et al. (2020) developed an unsupervised method to classify the support and attack relations
using syntactic rules and lexicons. Our work extends these studies by including other normative
schemes (practical reasoning and property-based reasoning) and annotating richer information.
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6.3 Rules

We first compile rules that specify evidence for the support and attack relations between claim C
and statement S (Table 6.1)2. These rules are combined via probabilistic soft logic (PSL) (Bach
et al., 2017) to estimate the optimal relation between C and S3.

We will describe individual rules in four categories: factual consistency, sentiment coherence,
causal relation, and normative relation, followed by additional chain rules.

6.3.1 Factual Consistency
A statement that supports the claim may present a fact that naturally entails the claim, while an
attacking statement often presents a fact contradictory or contrary to the claim. For example:

Claim: “Homeschooling deprives children and families from interacting with
people with different religions, ideologies or values.”
Support Statement: “Home school students have few opportunities to meet
diverse peers they could otherwise see at normal schools.”
Attack Statement: “Homeschool students can interact regularly with other
children from a greater diversity of physical locations, allowing them more
exposure outside of their socio-economic group.”

This logic leads to two rules:
R1: FactEntail(S,C)→ Support(S,C),

R2: FactContradict(S,C)→ Attack(S,C)

s.t. FactEntail(S,C) = P(S entails C),

FactContradict(S,C) = P(S contradicts C).

In our work, these probabilities are computed by a textual entailment module (§6.4.1).

In argumentation, it is often the case that an attacking statement and the claim are not strictly
contradictory nor contrary, but the statement contradicts only a specific part of the claim, as in:

Claim: “Vegan diets are healthy.”
Attack Statement: “Meat is healthy.”

Formally, let (AS
i,0,A

S
i,1, · · ·) denote the ith relation tuple in S, and (AC

j,0,A
C
j,1, · · ·) the jth relation

tuple in C. We formulate the conflict rule:
R3: FactConflict(S,C)→ Attack(S,C)

2We do not assume that claim-hood and statement-hood are intrinsic features of text spans; we follow prevailing
argumentation theory in viewing claims and statements as roles determined by virtue of relationships between text
spans.

3Predicates in the rules are probability scores, and PSL aims to estimate the scores of Support(S,C), Attack(S,C),
and Neutral(S,C) for all (S,C). The degree of satisfaction of the rules are converted to a loss, which is minimized via
maximum likelihood estimation.
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Rules
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. R1 FactEntail(S,C)→ Support(S,C)
R2 FactContradict(S,C)→ Attack(S,C)
R3 FactConflict(S,C)→ Attack(S,C)
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e. R4 SentiConflict(S,C)→ Attack(S,C)

R5 SentiCoherent(S,C)→ Support(S,C)
C

au
sa

l
R

el
at

io
n

CAUSE-TO-EFFECT REASONING
R6 Cause(S,C)→ Support(S,C)
R7 Obstruct(S,C)→ Attack(S,C)

EFFECT-TO-CAUSE REASONING
R8 Cause(C,S)→ Support(S,C)
R9 Obstruct(C,S)→ Attack(S,C)
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ARGUMENT FROM CONSEQUENCES
R10 BackingConseq(S,C)→ Support(S,C)
R11 RefutingConseq(S,C)→ Attack(S,C)

PRACTICAL REASONING
R12 BackingNorm(S,C)→ Support(S,C)
R13 RefutingNorm(S,C)→ Attack(S,C)

R
el

at
io

n
C

ha
in

R14 Support(S, I)∧Support(I,C)→ Support(S,C)
R15 Attack(S, I)∧Attack(I,C)→ Support(S,C)
R16 Support(S, I)∧Attack(I,C)→ Attack(S,C)
R17 Attack(S, I)∧Support(I,C)→ Attack(S,C)

C
on

st
-

ra
in

ts C1 Neutral(S,C) = 1
C2 Support(S,C)+Attack(S,C)+Neutral(S,C) = 1

Table 6.1: PSL rules. (S: statement, C: claim)

s.t. FactConflict(S,C) =

max
i, j,k

P(AS
i,k contradicts AC

j,k) ∏
k′ 6=k

P(AS
i,k′ entails AC

j,k′).

We use Open IE 5.14 to extract relation tuples, and the probability terms are computed by a textual
entailment module (§6.4.1).

6.3.2 Sentiment Coherence
When S attacks C, they may express opposite sentiments toward the same target, whereas they
may express the same sentiment if S supports C (Gemechu and Reed, 2019). For example:

Claim: “Pet keeping is morally justified.”

4https://git.io/JTr3Y
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Attack Statement: “Keeping pets is hazardous and offensive to other people.”
Support Statement: “Pet owners can provide safe places and foods to pets.”

Let (tS
i ,s

S
i ) be the ith expression of sentiment sS

i ∈ {pos, neg, neu} toward target tS
i in S, and

(tC
j ,s

C
j ) the jth expression in C. We formulate two rules:

R4: SentiConflict(S,C)→ Attack(S,C),

R5: SentiCoherent(S,C)→ Support(S,C)

s.t. SentiConflict(S,C) =

max
i, j

P(tS
i = tC

j )
{

P(sS
i = pos)P(sC

j = neg)

+P(sS
i = neg)P(sC

j = pos)
}
,

SentiCoherent(S,C) =

max
i, j

P(tS
i = tC

j )
{

P(sS
i = pos)P(sC

j = pos)

+P(sS
i = neg)P(sC

j = neg)
}
.

In this work, targets are all noun phrases and verb phrases in C and S. P(tS
i = tC

j ) is computed by
a textual entailment module (§6.4.1), and P(sS

i ) and P(sC
j ) by a target-based sentiment classifier

(§6.4.2).

6.3.3 Causal Relation
Reasoning based on causal relation between events is used in two types of argumentation: argu-
ment from cause to effect and argument from effect to cause (Walton et al., 2008). In cause-to-effect
(C2E) reasoning, C is derived from S because the event in S may cause that in C. If S causes
(obstructs) C then S is likely to support (attack) C. For example:

Claim: “Walmart’s stock price will rise.”
Support Statement: “Walmart generated record revenue.”
Attack Statement: “Walmart had low net incomes.”

This logic leads to two rules:
R6: Cause(S,C)→ Support(S,C),

R7: Obstruct(S,C)→ Attack(S,C),

s.t. Cause(S,C) = P(S causes C),

Obstruct(S,C) = P(S obstructs C).

Effect-to-cause (E2C) reasoning has the reversed direction; S describes an observation and C
is a reasonable explanation that may have caused it. If C causes (obstructs) S, then S is likely to
support (attack) C, as in:

Claim: “St. Andrew Art Gallery is closing soon.”
Support Statement: “The number of paintings in the gallery has reduced by
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half for the past month.”
Attack Statement: “The gallery recently bought 20 photographs.”

R8: Cause(C,S)→ Support(S,C),

R9: Obstruct(C,S)→ Attack(S,C).

The probabilities are computed by a causality module (§6.4.3).

6.3.4 Normative Relation

In argumentation theory, Walton’s argumentation schemes specify common reasoning patterns
used in arguments (Walton et al., 2008). We focus on two schemes related to normative arguments,
whose claims suggest that an action or situation be brought about. Normative claims are one of the
most common proposition types in argumentation (Chapter 5) and have received much attention
in the literature (Park and Cardie, 2018).

Argument from Consequences: In this scheme, the claim is supported or attacked by a positive
or negative consequence, as in:

Claim: “Humans should stop eating animal meat.”
Support Statement: “The normalizing of killing animals for food leads to a
cruel mankind. (S1)”
Attack Statement: “Culinary arts developed over centuries may be lost. (S2)”

In general, an argument from consequences may be decomposed into two parts: (i) whether S
is a positive consequence or a negative one; and (ii) whether the source of this consequence is
consistent with or facilitated by C’s stance (S2), or is contrary to or obstructed by it (S1)5.

Logically, S is likely to support C by presenting a positive (negative) consequence of a source
that is consistent with (contrary to) C’s stance. In contrast, S may attack C by presenting a negative
(positive) consequence of a source that is consistent with (contrary to) C’s stance. Given that S
describes consequence Q of source R, this logic leads to:

R10: BackingConseq(S,C)→ Support(S,C),

R11: RefutingConseq(S,C)→ Attack(S,C)

s.t. BackingConseq(S,C) =

P(S is a consequence)×
{P(Q is positive) ·P(R consistent with C)

+ P(Q is negative) ·P(R contrary to C)} ,

5“Losing culinary arts” is a consequence of “stopping eating animal meat”, which is the claim’s stance itself
and hence “consistent”. In contrast, “a population with no empathy for other species” is a consequence of “the
normalizing of killing animals for food”, which is contrary to the claim’s stance.
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RefutingConseq(S,C) =

P(S is a consequence)×
{P(Q is negative) ·P(R consistent with C)

+ P(Q is positive) ·P(R contrary to C)} .

Practical Reasoning: In this scheme, the statement supports or attacks the claim by presenting
a goal to achieve, as in:

Claim: “Pregnant people should have the right to choose abortion.”
Support Statement: “Women should be able to make choices about their bod-
ies. (S3)”
Attack Statement: “Our rights do not allow us to harm the innocent lives of
others. (S4)”

The statements use a normative statement as a goal to justify their stances. We call their target of
advocacy or opposition (underlined above) a norm target. Generally, an argument of this scheme
may be decomposed into: (i) whether S advocates for its norm target (S3) or opposes it (S4), as if
expressing positive or negative sentiment toward the norm target; and (ii) whether the norm target
is a situation or action that is consistent with or facilitated by C’s stance, or that is contrary to or
obstructed by it6.

Logically, S is likely to support C by advocating for (opposing) a norm target that is consistent
with (contrary to) C’s stance. In contrast, S may attack C by opposing (advocating for) a norm
target that is consistent with (contrary to) C’s stance. Given that S has norm target R, this logic
leads to:

R12: BackingNorm(S,C)→ Support(S,C),

R13: RefutingNorm(S,C)→ Attack(S,C)

s.t. BackingNorm(S,C) =

P(S is normative)×
{P(S advocates for R) ·P(R consistent with C)

+ P(S opposes R) ·P(R contrary to C)} ,
RefutingNorm(S,C) =

P(S is normative)×
{P(S opposes R) ·P(R consistent with C)

+ P(S advocates for R) ·P(R contrary to C)} .
The probabilities are computed by modules trained on our annotation data (§6.5).

6Harming innocent lives is facilitated by the right to choose abortion (‘consistent’), whereas making choices about
their bodies is obstructed by the right (‘contrary’).
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6.3.5 Relation Chain
A chain of argumentative relations across arguments may provide information about the plausible
relation within each argument. Given three statements S, I, and C, we have four chain rules:

R14: Support(S, I)∧Support(I,C)→ Support(S,C),

R15: Attack(S, I)∧Attack(I,C)→ Support(S,C),

R16: Support(S, I)∧Attack(I,C)→ Attack(S,C),

R17: Attack(S, I)∧Support(I,C)→ Attack(S,C).

For each data split, we combine two neighboring arguments where the claim of one is the
statement of the other, whenever possible. The logical rules R1–R13 are applied to these “indirect”
arguments.

6.3.6 Constraints
C and S are assumed to have the neutral relation (or the attack relation for binary classification) if
they do not have strong evidence from the rules mentioned so far (Table 6.1 C1). In addition, the
probabilities of all relations should sum to 1 (C2).

6.4 Modules

In this section, we discuss individual modules for operationalizing the PSL rules. Each module
takes a text or a pair of texts as input and computes the probabilities of classes relevant to the
module. For each module, we fine-tune the pretrained uncased BERT-base (Devlin et al., 2018),
which has shown great performance in many NLP tasks. We use the transformers library v3.3.0
(Wolf et al., 2020) for high reproducibility and low development costs. But any other models
could be used instead.

Each dataset used is randomly split with a ratio of 9:1 for training and test. Cross-entropy and
Adam are used for optimization. To address the imbalance of classes and datasets, the loss for
each training instance is scaled by a weight inversely proportional to the number of its class and
dataset.

6.4.1 Textual Entailment
A textual entailment module is used for rules about factual consistency and sentiment coherence
(R1–R5). Given a pair of texts, it computes the probabilities of entailment, contradiction, and
neutral.

Our training data include two public datasets: MNLI (Williams et al., 2018) and AntSyn (Nguyen
et al., 2017) for handling antonyms and synonyms. An NLI module combined with the word-level
entailment handles short phrases better without hurting accuracy for sentence-level entailment.
Since AntSyn does not have the neutral class, we add 50K neutral word pairs by randomly pairing
two words among the 20K most frequent words in MNLI; without them, a trained model can
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Dataset (Classes, N) Accuracy
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5)

1 MNLI (ent/con/neu, 412,349) F1=82.3
2 AntSyn (ent/con, 15,632) F1=90.2
3 Neu50K (neu, 50,000) R=97.5

4 MicroAvg (ent/con/neu, 477,981) F1=84.7
Se
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(R

4–
R

5)
5 SemEval17 (pos/neg/neu, 20,632) F1=64.5
6 Dong (pos/neg/neu, 6,940) F1=71.4
7 Mitchell (pos/neg/neu, 3,288) F1=62.5
8 Bakliwal (pos/neg/neu, 2,624) F1=69.7
9 Norm (pos/neg, 632) F1=100.0

10 MicroAvg (pos/neg/neu, 34,116) F1=69.2

C
au
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lit

y
(R

6–
R

9)

11 PDTB (cause/else, 14,224) F1=68.1
12 PDTB-R (cause/else 1,791) F1=75.7
13 BECauSE (cause/obstruct, 1,542) F1=46.1
14 BECauSE-R (else, 1,542) R=86.5
15 CoNet (cause, 50,420) R=88.6
16 CoNet-R (else, 50,420) R=91.7
17 WIQA (cause/obstruct, 31,630) F1=88.2
18 WIQA-P (else, 31,630) R=90.2

19 MicroAvg (cause/obstr/else, 183,119) F1=87.7

N
or
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n
(R

10
–R

13
) 20 JustType (conseq/norm, 1,580) F1=90.2

21 ConseqSenti (pos/neg, 824) F1=71.8
22 NormType (adv/opp, 758) F1=91.1
23 RC-Rel (consist/contra/else, 1,924) F1=70.1

Table 6.2: F1-scores and recall of modules.

hardly predict the neutral relation between words. The accuracy for each dataset is in Table 6.2
rows 1–4.

6.4.2 Target-Based Sentiment Classification
A sentiment classifier is for rules about sentiment coherence (R4–R5). Given a pair of texts T1 and
T2, it computes the probability of whether T1 has positive, negative, or neutral sentiment toward
T2.

Our training data include five datasets for target-based sentiment classification: SemEval17 (Rosen-
thal et al., 2017), entities (Dong et al., 2014), open domain (Mitchell et al., 2013), Irish poli-
tics (Bakliwal et al., 2013), and our annotations of positive/negative norms toward norm targets
(§6.5.1). These annotations highly improve classification of sentiments expressed through ad-
vocacy and opposition in normative statements. Pretraining on general sentiment resources—
subjectivity lexicon (Wilson et al., 2005) and sentiment140 (Go et al., 2009)—also helps (Table
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Corpus Corpus-Specific Labels Our Label (N)

PDTB Temporal.Asynchronous Cause (1,255)
Temporal.Synchrnonous Cause (536)
Comparison, Expansion Else (12,433)

PDTB-R† Temporal.Asynchronous Else (536)
Temporal.Synchronous Cause (1,255)

BECauSE Promote Cause (1,417)
Inhibit Obstruct (142)

BECauSE-R† Promote, Inhibit Else (1,613)

WIQA RESULTS_IN Cause (12,652)
NOT_RESULTS_IN Obstruct (18,978)

WIQA-P‡ RESULSTS_IN,
NOT_RESULTS_IN

Else (31,630)

ConceptNet Causes, CausesDesire, Cause (50,420)
HasFirstSubevent, HasLast-
Subevent, HasPrerequisite

ConceptNet-R† Causes, CausesDesire, HasFirst-
Subevent, HasLastSubevent,
HasPrerequisite

Else (50,420)

Table 6.3: Mapping between corpus-specific labels and our labels for the causality module. †The
order of two input texts are reversed. ‡The second input text is replaced with a random text in the
corpus.

6.2 rows 5–10).

6.4.3 Causality
A causality module is used for rules regarding causal relations (R6–R9). Given an input pair of
texts T1 and T2, it computes the probability of whether T1 causes T2, obstructs T2, or neither.

Our training data include four datasets about causal and temporal relations between event texts.
PDTB 3.0 (Webber et al., 2006) is WSJ articles annotated with four high-level discourse relations,
and we map the sub-relations of ‘Temporal’ to our classes7. BECauSE 2.0 (Dunietz et al., 2017)
is news articles annotated with linguistically marked causality. WIQA (Tandon et al., 2019) is
scientific event texts annotated with causality between events. ConceptNet (Speer et al., 2017) is
a knowledge graph between phrases, and relations about causality are mapped to our classes. To
prevent overfitting to corpus-specific characteristics (e.g., genre, text length), we add adversarial
data by swapping two input texts (PDTB-R, BECauSE-R, ConceptNet-R) or pairing random texts
(WIQA-P). The mapping between corpus-specific labels and ours is in Table 6.3, and the module

7We use explicit relations only for pretraining, since they often capture linguistically marked, rather than true,
relations between events. We also exclude the Contingency relations as causal and non-causal relations (e.g.,
justification) are mixed.
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accuracy in Table 6.2 rows 11–19.

6.4.4 Normative Relation
All the modules here are trained on our annotations of normative argumentation schemes (§6.5).

P(S is a consequence / norm) (R10–R13): Given a statement, one module computes the prob-
ability that it is a consequence, and another module the probability of a norm. Both modules are
trained on all claims and statements in our annotations, where all claims are naturally norms, and
each statement is annotated as either norm or consequence (Table 6.2 row 20).

P(Q is positive / negative) (R10–R11): Given a statement assumed to be a consequence, this
module computes the probability of whether it is positive or negative. It is trained on all statements
annotated as consequence (Table 6.2 row 21).

P(S advocates / opposes) (R12–R13): Given a statement assumed to be a norm, this module
computes the probability of whether it is advocacy or opposition. It is trained on all claims, plus
statements annotated as norm (Table 6.2 row 22).

P(R consistent / contrary to C) (R10–R13): For a pair of S and C, the module computes the
probability of whether R (the norm target or the source of consequence in S) and C’s stance are
consistent, contrary, or else. In our annotations, R and C are ‘consistent’ if both (1a and 3a in
Figure 6.1) are advocacy or opposition, and ‘contrary’ otherwise. To avoid overpredicting the
two classes, we add negative data by pairing C with a random statement in the annotations. The
module is pretrained on MNLI and AntSyn (Table 6.2 row 23).

6.5 Annotation of Normative Argumentation Schemes
In this section, we discuss our annotation of the argumentation schemes argument from conse-
quences and practical reasoning (Figure 6.1). The resulting annotations are used to train the
modules in §6.4.4 which compute the probability terms in R10–R13.

For each pair of normative claim C and statement S, we annotate the following information:
(1a) Whether C advocates for or opposes its norm target, and (1b) the norm target T (Figure 6.1
TASK 1); (2a) Whether S uses a norm, consequence, or property for justification, and (2b) the
justification J (Figure 6.1 TASK 2); (3a) Whether J’s focus is on advocating for T or opposing T ,
and (3b) whether J is positive or negative (Figure 6.1 TASK 3).8

Our annotation schema is richer than existing ones (Lawrence and Reed, 2016; Reisert et al.,
2018). Due to the increased complexity, however, our annotation is split into three pipelined

8This annotation schema provides enough information for the classifiers in §6.4.4. P(S is a consequence / norm) is
from (2a), and both P(Q is positive / negative) and P(S advocates / opposes) are from (3b). P(R consistent / contrary
to C) can be obtained by combining (1a) and (3a): ‘consistent’ if both advocate or both oppose, and ‘contrary’
otherwise.
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Figure 6.1: Example annotations (checks and italic) of the normative argumentation schemes. It
depends on the argument whether S supports or attacks C.

tasks. For this annotation, we randomly sampled 1,000 arguments from Kialo whose claims are
normative (see §6.6 and Table 6.4 for details).

6.5.1 Task 1. Norm Type/Target of Claim
For each C, we annotate: (1a) the norm type—advocate, oppose, or neither—toward its norm
target; and (1b) the norm target T . Advocacy is often expressed as “should/need T”, whereas
opposition as “should not T”, “T should be banned”; ‘neither’ is noise (2.8%) to be discarded. T
is annotated by rearranging words in C (Figure 6.1 TASK 1).

There are 671 unique claims in the annotation set. The first author of this paper wrote an
initial manual and trained two undergraduate students majoring in economics, while resolving
disagreements through discussion and revising the manual. In order to verify that the annotation
can be conducted systematically, we measured inter-annotator agreement (IAA) on 200 held-out
claims. The annotation of norm types achieved Krippendorff’s α of 0.81 with 95% CI=(0.74,
0.88) (with the bootstrap). To measure IAA for annotation of T , we first aligned words between
each annotation and the claim9, obtaining a binary label for each word in the claim (1 if included
in the annotation). As a result, we obtained two sequences of binary labels of the same length
from the two annotators and compared them, achieving an F1-score of 0.89 with 95% CI=(0.86,
0.91). The high α and F1-score show the validity of the annotations and annotation manual. All
disagreements were resolved through discussion afterward.10

9We iteratively matched and excluded the longest common substring.
10These annotations are used for the sentiment classifiers in §6.4.2 too. For example, “the lottery should be banned”

is taken to express negative sentiment toward the lottery. Such examples are underrepresented in sentiment datasets,
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6.5.2 Task 2. Justification Type of Premise
For each pair of C and S, we annotate: (2a) the justification type of S—norm, consequence,
property, or else; and (2b) the justification J. The justification types are defined as follows:

• Norm: J states that some situation or action should be achieved (practical reasoning).
• Consequence: J states a potential or past outcome (argument from consequences).
• Property: J states a property that (dis)qualifies C’s stance (argument from consequence).

The difference between consequence and property is whether the focus is on extrinsic outcomes
or intrinsic properties, such as feasibility, moral values, and character (e.g., “Alex shouldn’t be the
team leader because he is dishonest”). We consider both as argument from consequences because
property-based justification has almost the same logic as consequence-based justification. The
‘else’ type is rare (3.4%) and discarded after the annotation.

The process of annotation and IAA measurement is the same as Task 1, except that IAA was
measured on 100 held-out arguments due to a need for more training. For justification types,
Krippendorff’s α is 0.53 with 95% CI=(0.41, 0.65)—moderate agreement. For justification J, the
F1-score is 0.85 with 95% CI=(0.80, 0.90). The relatively low IAA for justification types comes
from two main sources. First, a distinction between consequence and property is fuzzy by nature,
as in “an asset tax is the most fair system of taxing citizens”. This difficulty has little impact on
our system, however, as both are treated as argument from consequences. If we combine these
two categories, Krippendorff’s α increases to 0.58 with 95% CI=(0.37, 0.77). Second, some
statements contain multiple justifications of different types. If so, we asked the annotators to
choose one that they judge to be most important (for training purposes). They sometimes chose
different justifications, although they usually annotated the type correctly for the chosen one.
Lastly, since the ‘else’ type is rare, disagreements on it hurt IAA significantly.

6.5.3 Task 3. Justification Logic of Statement
Given C with its norm target T , and S with its justification J, we annotate: (3a) whether the conse-
quence, property, or norm target of J is regarding advocating for T or opposing T ; and (3b) whether
J is positive or negative. J is positive (negative) if it’s a positive (negative) consequence/property
or expresses advocacy (opposition).

For instance, in the following argument

Claim: “People should eat whatever they feel like eating.”
Statement: “There is no reason to deny oneself a pleasure. (norm targets
underlined)”

S is a negative norm because it is opposing its norm target, by saying “there is no reason to”. This
norm target is consistent with opposing the claim’s norm target T , because denying oneself a
pleasure is contrary to eating whatever they feel like eating. Some ambiguous cases include:

Claim: “The roles an actor can play should be limited by that actor’s race,

resulting in inaccurate sentiment classification for normative statements.
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gender, or sexuality.”
Attack Statement: “An actor’s talent may be more important than getting an
exact visual match in some cases.”

Here, the statement may be considered positive or negative depending on the perspective of talent
or race. In this case, we annotate the overall sentiment of the statement, which in this case is
positive reflected in “more important”.

This task was easy, so only one annotator worked with the first author. Their agreement
measured on 400 heldout arguments is Krippendorff’s α of 0.82 with 95% CI=(0.77, 0.86) for
positive/negative and 0.78 with 95% CI=(0.72, 0.83) for advocate/oppose.

6.5.4 Analysis of Annotations
We obtained 962 annotated arguments with claims of advocacy (70%) and opposition (30%),
and statements of consequence (54%), property (32%), and norm (14%). Supporting statements
are more likely to use a positive justification (62%), while attacking statements a negative one
(68%), with significant correlations (χ2 = 87, p < .00001). But 32–38% of the time, they use the
opposite sentiment, indicating that sentiment alone cannot determine argumentative relations.

Supporting statements tend to emphasize the positivity of what the claim advocates for (74%) or
the negativity of what the claim opposes (66%). While attacking statements often emphasize the
negativity of what the claim advocates for (76%), positivity and negativity are equally emphasized
(50%) for claims that show opposition.

Statements tend to present a direct indication (consequence or norm) of the claim’s stance rather
than an indication of the opposite of the claim’s stance, while attacking statements are more likely
so (68%) than supporting statements (60%) (χ2 = 5.9, p < .05). Especially when attacking claims
that advocate for something, statements tend bring up direct negativity of it (76%).

6.6 Data

Kialo: Our first dataset is from kialo.com, a collaborative argumentation platform covering
contentious topics. Users contribute to the discussion of a topic by creating a statement that either
supports or attacks an existing statement, resulting in an argumentation tree for each topic. We
define an argument as a pair of parent and child statements, where the parent is the claim and
the child is the support or attack statement. Each argument is labeled with support or attack
by users and is usually self-contained, not relying on external context, anaphora resolution, or
discourse markers.

We scraped arguments for 1,417 topics written until Oct 2019, and split into two subsets.
Normative arguments have normative claims suggesting that a situation or action be brought
about, while non-normative arguments have non-normative claims. This distinction helps us
understand the two types of arguments better. We separated normative and non-normative claims
using a BERT classifier trained on the dataset of statement types from Chapter 5 (AUC=98.8%),
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Kialo Debatepedia

Annot-
ation Fit Val Test Fit Val Test

N
or

m
at

iv
e Sup 480 4,621 1,893 6,623 6,598 229 356

Att 520 5,383 2,124 7,623 4,502 243 351
Neu – 9,984 4,000 14,228 – – –

N
on

-
no

rm
at

iv
e Sup – 4,953 10,135 21,138 3,302 243 178

Att – 5,043 9,848 20,197 3,278 253 152
Neu – 10,016 20,000 40,947 – – –

Table 6.4: Numbers of arguments in datasets.

as binary classification of normative statement or not. A claim is considered normative (non-
normative) if the predicted probability is higher than 0.97 (lower than 0.4); claims with probability
scores between these thresholds (total 10%) are discarded to reduce noise.

In practice, an argument mining system may also need to identify statements that seem related
but do not form any argument. Hence, we add the same number of “neutral arguments” by
pairing random statements within the same topic. To avoid paired statements forming a reasonable
argument accidentally, we constrain that they be at least 9 statements apart in the argumentation
tree, making them unlikely to have any support or attack relation but still topically related to each
other.

Among the resulting arguments, 10K are reserved for fitting; 20% or 30% of the rest (depending
on the data size) are used for validation and the others for test (Table 6.4). We increase the
validity of the test set by manually discarding non-neutral arguments from the neutral set. We also
manually inspect the normativity of claims, and if they occur in the fitting or validation sets too,
the corresponding arguments are assigned to the correct sets according to the manual judgments.
For normative arguments, we set aside 1,000 arguments for annotating argumentation schemes
(§6.5).

The data cover the domains economy (13%), family (11%), gender (10%), crime (10%), rights
(10%), God (10%), culture (10%), entertainment (7%), and law (7%), as computed by LDA. The
average number of words per argument is 49 (45) for normative (non-normative) arguments.

Debatepedia: The second dataset is Debatepedia arguments (Hou and Jochim, 2017). 508
topics are paired with 15K pro and con responses, and we treat each pair as an argument and
each topic and response as claim and statement, respectively.

One important issue is that most topics are in question form, either asking if you agree with
a stance (“yes” is pro and “no” is con) or asking to choose between two options (the first is pro
and the second is con). Since our logical mechanisms do not handle such questions naturally,
we convert them to declarative claims as follows. The first type of questions are converted to a
claim that proposes the stance (e.g., “Should Marijuana be legalized?” to “Marijuana should be
legalized”), and the second type of questions to a claim that prefers the first option (e.g., “Mission
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to the Moon or Mars?” to “Mission to the Moon is preferred to Mars”). The first author and an
annotator converted all topics independently and then resolved differences.

We split the arguments into normative and non-normative sets as we do for Kialo, manually
verifying all claims. There is no neutral relation. We use the original train, validation, and test
splits (Table 6.4). Debatepedia claims are shorter and less diverse than Kialo claims. They focus
mostly on valuation, while Kialo includes a lot of factual claims.

6.7 Experiment 1. Probabilistic Soft Logic

The goal here is to see how well the logical mechanisms alone can explain argumentative relations.

6.7.1 PSL Settings

We use the PSL toolkit v2.2.111. The initial weights of the logical rules R1–R13 are set to 1.
The importance of the chain rules R14–R17 may be different, so we explore {1, 0.5, 0.1}. The
weight of C1 serves as a threshold for the default relation (i.e., neutral for Kialo and attack
for Debatepedia), and we explore {0.2, 0.3}; initial weights beyond this range either ignore or
overpredict the default relation. C2 is a hard constraint. The optimal weights are selected by the
objective value on the validation set (this does not use true relation labels).

6.7.2 Baselines
We consider three baselines. Random assigns a relation to each argument randomly. Sentiment
assigns a relation based on the claim and statement’s agreement on sentiment: support if both
are positive or negative, attack if they have opposite sentiments, and neutral otherwise. This
generally outperforms labeling based on the statement’s sentiment only. We compute a sentiment
distribution by averaging all target-specific sentiments from our sentiment classifier (§6.4.2).
Textual entailment assigns support (attack) if the statement entails (contradicts) the claim, and
neutral otherwise (Cabrio and Villata, 2012). We use our textual entailment module (§6.4.1). For
Debatepedia, we choose between support and attack whichever has a higher probability.

6.7.3 Results
Tables 6.5a and 6.5b summarize the accuracy of all models for Kialo and Debatepedia, respectively.
Among the baselines, sentiment (row 2) generally outperforms textual entailment (row 3), both
significantly better than random (row 1). Sentiment tends to predict the support and attack relations
aggressively, missing many neutral arguments, whereas textual entailment is conservative and
misses many support and attack arguments. PSL with all logical rules R1–R13 (row 4) significantly
outperforms all the baselines with high margins, and its F1-scores are more balanced across the
relations.

11https://psl.linqs.org/wiki/2.2.1/
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Normative Arguments Non-normative Arguments

ACC AUC F1 F1sup F1att F1neu ACC AUC F1 F1sup F1att F1neu

1 Random 33.5 50.2 32.6 27.8 30.1 39.9 33.4 49.9 32.5 28.7 28.8 40.0
2 Sentiment 40.8 64.1 40.7 40.6 39.1 42.4 43.7 61.1 42.2 40.0 35.2 51.5
3 Text Entail 51.8 61.8 36.7 12.8 30.4 67.0 52.1 62.8 38.6 18.4 31.0 66.4

4 PSL (R1–R13) 54.0‡ 73.8‡ 52.1‡ 47.0‡ 43.6‡ 65.7‡ 57.0‡ 76.0‡ 54.0‡ 50.1‡ 42.6‡ 69.3‡

5 \ Fact 55.1‡ 74.3‡ 52.4‡ 47.1‡ 41.6‡ 68.4‡ 58.6‡ 77.1‡ 55.1‡ 50.5‡ 42.2‡ 72.7‡

6 \ Sentiment 62.1‡ 77.6‡ 57.5‡ 49.1‡ 45.8‡ 77.7‡ 61.3‡ 77.8‡ 56.7‡ 50.3‡ 44.1‡ 75.7‡

7 \ Causal 54.4‡ 73.1‡ 52.3‡ 45.4‡ 45.4‡ 66.0‡ 57.6‡ 76.1‡ 54.3‡ 48.7‡ 43.4‡ 70.7‡

8 \ Normative 51.8‡ 68.6‡ 49.4‡ 44.3‡ 40.4† 63.4‡ 54.7‡ 70.3‡ 51.4‡ 47.0‡ 40.3‡ 66.8‡

9 \ Sentiment + Chain 61.9‡ 77.7‡ 57.7‡ 49.3‡ 46.2‡ 77.6‡ 61.5‡ 78.0‡ 57.2‡ 50.8‡ 44.7‡ 76.1‡

(a) Kialo

Normative Arguments Non-normative Arguments

ACC AUC F1 F1sup F1att ACC AUC F1 F1sup F1att

1 Random 47.7 49.4 50.2 49.0 51.4 53.0 54.6 52.4 53.7 51.1
2 Sentiment 59.3 63.9 59.2 61.0 57.4 69.1 73.4 68.5 72.7 64.3
3 Text Entail 52.2 55.8 49.4 37.6 61.2 70.6 74.2 70.5 69.0 72.0

4 PSL (R1–R13) 63.9? 68.3? 63.9? 63.8 64.0† 73.0 76.1 73.0 74.2 71.7
5 \ Fact 63.4? 67.1 63.4? 64.0 62.7? 71.8 75.6 71.7 73.2 70.3
6 \ Sentiment 63.1? 67.2 63.1? 62.7 63.5? 70.9 74.0 70.9 71.6 70.2
7 \ Causal 62.4? 66.3 62.1? 58.6 65.5? 74.5 78.7 74.5 75.4 73.6
8 \ Normative 61.0 64.7 61.0 60.3 61.6? 68.2 72.4 68.2 68.3 68.1

(b) Debatepedia

Table 6.5: PSL accuracy. p < {0.05?, 0.01†, 0.001‡} with paired bootstrap compared to the best
baseline.

To examine the contribution of each logical mechanism, we conducted ablation tests (rows 5–8).
The most contributing mechanism is clearly normative relation across all settings, without which
F1-scores drop by 2.6–4.8 points (row 8). This indicates that our operationalization of argument
from consequences and practical reasoning can effectively explain a prevailing mechanism of
argumentative relations.

Quite surprisingly, normative relation is highly informative for non-normative arguments as
well for both datasets. To understand how this mechanism works for non-normative arguments,
we analyzed arguments for which it predicted the correct relations with high probabilities. It turns
out that even for non-normative claims, the module often interprets negative sentiment toward a
target as an opposition to the target. For the following example,

Claim: “Schooling halts individual development.”
Attack Statement: “Schooling, if done right, can lead to the development of
personal rigor ...”

the module implicitly judges the “schooling” in the claim to be opposed and thus judges the
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“schooling” in the statement (the source of consequence) to be contrary to the claim’s stance
while having positive sentiment (i.e., R11 applies). This behavior is reasonable, considering how
advocacy and opposition are naturally mapped to positive and negative norms in our annotation
schema (§6.5.3).

The utility of normative relation for non-normative arguments is pronounced for Debatepedia.
Excluding this mechanism leads to a significant drop of F1-scores by 4.8 points (Table 6.5b row
8). One possible reason is that most claims in the non-normative set of Debatepedia are valuation;
that is, they focus on whether something is good or bad, or preferences between options. As
discussed above, valuation is naturally handled by this mechanism. And in such arguments, causal
relation may provide only little and noisy signal (row 7).

Sentiment coherence is the second most contributing mechanism. For Kialo, including it in the
presence of normative relation is rather disruptive (Table 6.5a row 6). This may be because the two
mechanisms capture similar (rather than complementary) information, but sentiment coherence
provides inaccurate information conflicting with that captured by normative relation. Without
normative relation, however, sentiment coherence contributes substantially more than factual
consistency and causal relation by 4.4–5.9 F1-score points (not in the table). For Debatepedia, the
contribution of sentiment coherence is clear even in the presence of normative relation (Table 6.5b
row 6).

Factual consistency and causal relation have high precision and low recall for the support and
attack relations. This explains why their contribution is rather small overall and even obscure for
Kialo in the presence of normative relation (Table 6.5a rows 5 & 7). However, without normative
relation they contribute 0.7–1.1 F1-score points for Kialo (not in the table). For Debatepedia,
factual consistency contributes 0.5–1.3 points (Table 6.5b row 5), and causal relation 1.8 points to
normative arguments (row 7). Their contributions show different patterns in a supervised setting,
however, as discussed in the next section.

To apply the chain rules (R14–R17) for Kialo, we built 16,328 and 58,851 indirect arguments
for the normative and non-normative sets, respectively. Applying them further improves the best
performing PSL model (Table 6.5a row 12). It suggests that there is a relational structure among
arguments, and structured prediction can reduce noise in independent predictions for individual
arguments.

There is a notable difference in the performance of models between the three-class setting
(Kialo) and the binary setting (Debate). The binary setting makes the problem easier for the
baselines, reducing the performance gap with the logical mechanisms. When three relations are
considered, the sentiment baseline and the textual entailment baseline suffer from low recall for
the neutral and support/attack relations, respectively. But if an argument is guaranteed to belong
to either support or attack, these weaknesses seem to disappear.

6.7.4 Error Analysis

We conduct an error analysis on Kialo.
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Normative Relation

For the mechanism of normative relation, we examine misclassifications in normative arguments
by focusing on the 50 support arguments and 50 attack arguments with the highest probabilities
of the opposite relation. Errors are grouped into four types: R-C consistency/contrary (60%),
consequence sentiment (16%), ground-truth relation (8%), and else (16%).

Claim-statement consistency: The most common error type is the model’s misjudgment of
whether the source of consequence or the norm target in the statement is consistent with the
claim’s stance. Frequently, the model fails to capture simple lexical cues that signal inconsistency,
such as “without”, “instead of”, “the absence of”, “deprived of”, “failing to”, “be replaced”, and
“exception”. The following are some examples, where the underlined words are important signals
missed by the model:

Claim: “Governments should provide postal services.”
Support Statement: “Without universal, affordable postal services, people in
rural communities would be unfairly overcharged and/or under-served.”

Claim: “Genetic engineering should not be used on humans or animals.”
Attack Statement: “Failing to use genetic modification on humans will lead to
the preventable deaths of countless victims of genetic disease.”

We could improve the model by collecting such words and giving more weights or attention to
them during training.

Another common error is the failure to capture antonymy relations. The model sometimes
misses rather straightforward antonyms, such as “reduction↔ increased”, “multi-use plastic items
↔ single-use plastic items”, and “collective presidency↔ unitary presidency”, as in:

Claim: “The USA should adopt an elected collective presidency, like Switzer-
land’s.”
Support Statement: “The unitary Presidency invests too much power into just
one person.”

Some antonymy relations require advanced knowledge and are context-dependent, such as “life-
time appointments↔ fixed 18-year terms”, “faith↔ compatibility and affection”, “marketplace
of ideas↔ deliver the best ideas”, and “a character witness↔ government lists”, as in:

Claim: “Explicit internet content should be banned.”
Attack Statement: “Personal freedom must not be denied.”

While the classifier was pretrained on textual entailment, that seems not enough; we may need
knowledge bases or corpora with a broader coverage for antonymy detection.

There are some occasions where “without it” is implicit in the statement, so the model fails to
capture inconsistency, as in:

Claim: “The European Union should become a United States of Europe.”
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Support Statement: “[Without it,] Too many resources are used by countries
in Europe to support their own defense.”

Recognizing such cases is very challenging and requires substantial real-world knowledge.

Consequence sentiment: This error type refers to the failure of classifying positivity and
negativity of the consequence in the statement. This classification can be challenging without
knowing the arguer’s true intent, as in:

Claim: “It should be possible to buy and sell nationalities on an open market.”
Attack Statement: “The wealthy would create their own super nationality. It
would function just like a private club except on a national scale.”

The underlined expression may sound positive on its own but is negative in this context.

The majority of failure cases, however, are simpler than the above example. Confusion usually
arises when a statement includes both positive and negative words, as in:

Claim: “Student unions should be allowed in schools and universities.”
Support Statement: “Student unions could prevent professors from intention-
ally failing students due to personal factors.”

Sentiment classification could be improved by adding more challenging examples in training data.

Ground-truth relation: Sometimes the ground-truth relations from Kialo are questionable, as
in:

Claim: “The West should build working autonomous killing machines (AKMs)
as quickly as possible.”
Support Statement: “More missions and wars could be carried out if the
military had AKMs at its disposal.”

This statement actually raised a question in Kialo as shown in Figure 6.2. It is common in Kialo
that users debate author-marked relations and switch original relations. This indicates the inherent
ambiguity of argumentative relations.

Else: Some errors have other sources. The most common case is that the statement includes
multiple justifications with different sentiments and different consistency relations with the claim’s
stance, as in:

Claim: “Single sex schools should be banned.”
Support Statement: “Mixed-sex schools can have certain single-sex oriented
activities while single-sex schools cannot have mixed-sex activities.”

The first part of the statement is a positive consequence and its source is consistent with the
claim’s stance, whereas the second part is a negative consequence and its source is contrary to the
claim’s stance. When different modules attend to different parts of the statement, the combination
of their judgments can be incorrect even if each judgment is correct. To rectify this problem, we
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Figure 6.2: Example discussion on ground-truth relations.

could specify a part of the statement available to the modules so their decisions are based on the
same ground. We may instead develop a unified module that makes decisions for all components
simultaneously.

Other Mechanisms

For the other mechanisms, we examine non-normative arguments that each mechanism judged to
have strong signal for a false relation. To that end, for each predicate in R1–R9, we choose the top
20 arguments that have the highest probabilities but were misclassified. Many errors were simply
due to the misclassification of the classification modules, which may be rectified by improving
the modules’ accuracy. But we also found some blind spots of each predicate.

FactEntail: FactEntail often fails to handle concession, elaboration, and scoping. Among the
20 arguments that have the highest probabilities of FactEntail but have the attack relation, 12 have
some form of concession, elaboration, and scoping, as in:

Claim: “Fourth wave feminists espouse belief in equality.”
Attack Statement: “It is belief in equality of outcome not opportunity that
fourth wave feminists are espousing with quotas and beneficial bias. (Scoping)”

Claim: “Social media can be used to promote body positivity.”
Attack Statement: “Successful social media influencers often appropriate
the language of body positivity, despite being entirely conventionally attrac-
tive. Thus a lot of content which claims to be body-positive in fact reinforces
traditional beauty standards. (Elaboration)”

Claim: “Having gender equality in a film does not necessarily make that film
good.”
Attack Statement: “While gender equality in itself may not make for a good
film, its absence or the perception that gender-relations have not been taken into
account can clearly harm a film. (Concession)”
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SentiConsist: SentiConsist shows a similar tendency. a statement can have the same ground of
value as the claim without supporting it:

Claim: “Religion as a required course allows free practice of religion on school
grounds.”
Attack Statement: “Free practice only for those believing in the religion being
taught.”

Claim: “The education of women is the most important objective to improve
the overall quality of living”
Attack Statement: “Education of both men and women will have greater
effects than that of women alone. Both must play a role in improving the quality
of life of all of society’s members.”

In these arguments, the statements attack the claims while expressing the same sentiment toward
the same target (underlined).

FactContradict: FactContradict identified many arguments whose ground-truth relations are
questionable. Among 20 arguments that have the highest probabilities of FactContradict but
whose ground-truth relation is support, 8 indeed seem to have the attack relation. We verified
some of them by confirming that their relation had changed to attack in Kialo; the others were
deleted from Kialo.

FactConflict: Among 20 arguments that have the highest probabilities of FactConflict but
whose ground-truth relation is support, 7 were due to errors from the textual entailment module,
and 4 were the failure of Open IE to process negation properly. For another 6 arguments, factual
conflicts were in hypotheticals, as in:

Claim: “Skips eslint hook rules if anonymous function is used.”
Support Statement: “Works properly with eslint hook rules and devtools if
named function is used.”

The frequency of such cases, along with errors for FactEntail due to concession, indicates that
subordinate clauses may need to be handled more carefully for these mechanisms.

Cause and Obstruct: Cause and Obstruct produced many errors due to the mistakes of the
causality module. However, there was some difference between cause-to-effect (C2E) reasoning
and effect-to-cause (E2C) reasoning. For C2E reasoning, 39 out of 40 errors were purely mis-
classifications by the causality module. However, such errors are fewer for E2C reasoning (30 of
40). Instead, the Cause predicate captured reasonable temporal relationships between claim and
statement that did not lead to the support relation, as in:

Claim: “Society is now less racist and homophobic than it was.”
Attack Statement: “We should continue the trend of becoming less discrimi-
natory by stopping discrimination against the obese.”
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On the other hand, the Obstruct predicate identified 4 arguments whose ground-truth relation is
questionably support, as in:

Claim: “Ecotourism is not sustainable.”
?Support Statement: “Ecotourism can help promote the economic growth of
a country.”

6.8 Experiment 2. Representation Learning

We have established that factual consistency, sentiment coherence, causal relation, and normative
relation are working mechanisms in argumentation and can predict argumentative relations to
a certain degree without training on relation-labeled data. However, argumentative relations
have correlations with other statistics as well, such as thematic associations between a topic and
a stance (framing), use of negating words, and sentiment, and supervised models are good at
leveraging them, even excessively sometimes (Niven and Kao, 2019; Allaway and McKeown,
2020). Here, we examine if our logical mechanisms can further inform them. We describe a
simple but effective representation learning method, followed by baselines and experiment results.

6.8.1 Method
We present a simple method that aims to learn a vector representation of the input argument that is
“cognizant of” our logical mechanisms. Our logical mechanisms are based on textual entailment,
sentiment classification, causality classification, and four classification tasks for normative relation
(§6.4). We call them logic tasks. We combine all minibatches across the logic tasks using the same
datasets from §6.4 except the heuristically-made negative datasets. Given uncased BERT-base,
we add a single classification layer for each logic task and train the model on the minibatches for
five epochs in random order. After that, we fine-tune it on our fitting data (Table 6.4), where the
input is the concatenation of statement and claim. Training stops if AUC does not increase for 5
epochs on the validation data. We call our model LogBERT (the base model does not have to
be BERT). To avoid catastrophic forgetting, we tried blending the logic and main tasks (Shnarch
et al., 2018) and using regularized fine-tuning (Aghajanyan et al., 2020), but they did not help.

6.8.2 Baselines
The first goal of this experiment is to see if the logical mechanisms improve the predictive power
of a model trained without concerning them. Thus, our first baseline is BERT fine-tuned on the
main task only. This method recently yielded the (near-) best accuracy in argumentative relation
classification (Durmus et al., 2019; Reimers et al., 2019).

In order to see the effectiveness of the representation learning method, the next two baselines
incorporate logical mechanisms in different ways. BERT+LX uses latent cross (Beutel et al.,
2018) to directly incorporate predicate values in R1–R13 as features; we use an MLP to encode the
predicate values, exploring (i) one hidden layer with D=768 and (ii) no hidden layers. BERT+LX
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Normative Arguments Non-normative Arguments

ACC AUC F1 F1sup F1att F1neu ACC AUC F1 F1sup F1att F1neu

1 TGA Net 71.5 88.3 62.2 43.5 54.3 88.7 76.6 90.8 69.8 62.9 53.9 92.5
2 Hybrid Net 66.8 78.2 56.2 42.9 42.4 83.4 71.8 82.2 65.7 55.6 51.4 90.2

3 BERT 79.5 92.4 73.3 60.5 65.2 94.2 83.8 94.6 79.2 72.3 68.8 96.6
4 BERT+LX 79.2 92.1 72.7 58.7 65.6? 93.8 83.7 94.6 79.2 70.8 69.9‡ 96.9‡

5 BERT+MT 79.3 92.6? 73.4 63.8‡ 63.6 92.7 83.6 94.7 79.2 71.8 69.7‡ 96.1

6 LogBERT 80.0‡ 92.8‡ 74.3‡ 63.6‡ 66.2‡ 93.2 84.3‡ 95.0‡ 80.2‡ 73.1‡ 71.4‡ 96.1

(a) Kialo

Normative Arguments Non-normative Arguments

ACC AUC F1 F1sup F1att ACC AUC F1 F1sup F1att

1 TGA Net 66.1 75.0 65.4 69.8 60.9 66.5 74.3 65.9 70.1 61.7
2 Hybrid Net 67.2 70.1 67.2 68.1 66.3 59.7 62.6 58.8 64.5 53.2

3 BERT 79.1 88.3 79.4 79.8 79.0 80.7 87.6 80.7 81.4 79.9
4 BERT+LX 78.4 88.1 78.4 79.2 77.5 81.6 88.8 81.5 82.3 80.8
5 BERT+MT 79.6 88.2 79.6 80.0 79.1 77.6 86.3 77.5 78.9 76.0

6 LogBERT 81.0? 88.8 80.7? 81.1? 80.4? 81.2 88.3 80.8 81.7 80.0

(b) Debatepedia

Table 6.6: Accuracy of supervised models. p < {0.05?, 0.001‡} with paired bootstrap compared
to BERT.

consistently outperforms a simple MLP without latent cross. BERT+MT uses multitask learning
to train the main and logic tasks simultaneously.

Lastly, we test two recent models from stance detection and dis/agreement classification. TGA
Net (Allaway and McKeown, 2020) takes a statement-topic pair and predicts the statement’s
stance. It encodes the input using BERT and weighs topic tokens based on similarity to other
topics. In our task, claims serve as “topics”. We use the published implementation, exploring
{50, 100, 150, 200} for the number of clusters and increasing the max input size to the BERT
input size. Hybrid Net (Chen et al., 2018a) takes a quote-response pair and predicts whether the
response agrees or disagrees with the quote. It encodes the input using BiLSTM and uses self-
and cross-attention between tokens. In our task, claims and statements serve as “quotes” and
“responses”, respectively.

6.8.3 Results
Tables 6.6a (Kialo) and 6.6b (Debatepedia) summarize the accuracy of each model averaged over
5 runs with random initialization. For non-normative arguments, the causality task is excluded
from all models as it consistently hurts them for both datasets.
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Regarding the baselines, TGA Net (row 1) and Hybrid Net (row 2) underperform BERT (row 3).
TGA Net, in the original paper, handles topics that are usually short noun phrases. It weighs input
topic tokens based on other similar topics, but this method seems not as effective when topics
are replaced with longer and more natural claims. Hybrid Net encodes input text using BiLSTM,
whose performance is generally inferior to BERT.

BERT trained only on the main task is competitive (row 3). BERT+LX (row 4), which
incorporates predicate values directly as features, is comparable to or slightly underperforms
BERT in most cases. We speculate that predicate values are not always accurate, so using their
values directly can be noisy. LogBERT (row 6) consistently outperforms all models except for
non-normative arguments in Debatepedia (but it still outperforms BERT). While both BERT+MT
and LogBERT are trained on the same logic tasks, BERT+MT (row 5) performs consistently
worse than LogBERT. The reason is likely that logic tasks have much larger training data than the
main task, so the model is not optimized enough for the main task. On the other hand, LogBERT
is optimized solely for the main task after learning useful representations from the logic tasks,
which seem to lay a good foundation for the main task.

We examined the contribution of each logic task using ablation tests (not shown in the tables).
Textual entailment has the strongest contribution across settings, followed by sentiment classi-
fication. This contrasts the relatively small contribution of factual consistency in Experiment 1.
Moreover, the tasks of normative relation have the smallest contribution for normative arguments
and the causality task for non-normative arguments in both datasets. Three of the normative
relation tasks take only a statement as input, which is inconsistent with the main task. This
inconsistency might cause these tasks to have only small contributions in representation learning.
The small contribution of the causality task in both Experiments 1 and 2 suggests large room for
improvement in how to effectively operationalize causal relation in argumentation.

To understand how LogBERT makes a connection between the logical relations and argumenta-
tive relations, we analyze “difficult” arguments in Kialo that BERT misclassified but LogBERT
classified correctly. If the correct decisions by LogBERT were truly informed by its logic-
awareness, the decisions may have correlations with (internal) decisions for the logic tasks as
well, e.g., between attack and textual contradiction. Figure 6.3 shows the correlation coefficients
between the probabilities of argumentative relations and those of the individual classes of the
logic tasks, computed simultaneously by LogBERT (using the pretrained classification layers for
the logic tasks). For sentiment, the second text of an input pair is the sentiment target, so we can
interpret each class roughly as the statement’s sentiment toward the claim. For normative relation,
we computed the probabilities of backing (R10+R12) and refuting (R11+R13).

The correlations are intuitive. The support relation is positively correlated with textual entail-
ment, positive sentiment, ‘cause’ of causality, and ‘backing’ of normative relation, whereas the
attack relation is positively correlated with textual contradiction, negative sentiment, ‘obstruct’ of
causality, and ‘refuting’ of normative relation. The neutral relation is positively correlated with the
neutral classes of the logic tasks. The only exception is the normative relation for non-normative
arguments. A possible reason is that most claims in non-normative arguments do not follow
the typical form of normative claims, and that might affect how the tasks of normative relation
contribute for these arguments. We leave a more thorough analysis to future work.
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ent con neu pos neg neu cause obstr else backing refuting

sup 0.48 -0.59 0.13 0.50 -0.31 -0.37 0.51 -0.47 -0.24 0.39 -0.39

att -0.41 0.68 -0.30 -0.41 0.29 0.26 -0.31 0.56 -0.02 -0.32 0.32

neu -0.16 -0.13 0.28 -0.19 0.06 0.21 -0.38 -0.14 0.47 -0.14 0.14

TEXTUAL ENTAILMENT SENTIMENT CAUSALITY NORMATIVE REL

(a) Normative arguments.

ent con neu pos neg neu backing refuting

sup 0.58 -0.49 0.05 0.22 -0.05 -0.20 -0.11 0.11

att -0.35 0.64 -0.42 -0.44 0.45 -0.20 0.32 -0.32

neu -0.18 -0.25 0.44 0.29 -0.48 0.44 -0.26 0.26

TEXTUAL ENTAILMENT SENTIMENT NORMATIVE REL

(b) Non-normative arguments.

Figure 6.3: Pearson correlation coefficients between argumentative relations and logic tasks from
LogBERT. All but underlined values have p < 0.0001.

LogBERT’s predictive power comes from its representation of arguments that makes strong
correlations between the logical relations and argumentative relations. Though LogBERT uses
these correlations, it does not necessarily derive argumentative relations from the logic rules. It is
still a black-box model with some insightful explainability.

6.9 Conclusion
We examined four types of logical and theory-informed mechanisms in argumentative relations:
factual consistency, sentiment coherence, causal relation, and normative relation. We operational-
ized these mechanisms through machine-learned modules and probabilistic soft logic, to find the
optimal argumentative relations between statements. To operationalize normative relation, we also
built rich annotation schema and data for the argumentation schemes argument from consequences
and practical reasoning.

Evaluation on arguments from Kialo and Debatepedia revealed the importance of these mecha-
nisms in argumentation, especially normative relation and sentiment coherence. Their utility was
further verified in a supervised setting via our representation learning method. Our model learns
argument representations that make strong correlations between logical relations and argumen-
tative relations in intuitive ways. Textual entailment was found to be particularly helpful in the
supervised setting.

Some promising future directions are to probe fine-tuned BERT to see if it naturally learns

153



logical mechanisms and to improve PSL with more rules.

It may be worth discussing our view on the difference between argumentative relations and
textual entailment. Argumentative relations (support/attack/neutral) and the relations in textual
entailment, or often called natural language inference, (entail/contradict/neutral) are very similar
as they stand in current NLP. We see argumentative relations as a broader and looser concept than
textual entailment, at least in terms of how data are typically annotated. When annotating textual
entailment between premise and hypothesis, we typically ask whether the hypothesis is definitely
true or definitely false given the premise; otherwise, they are considered to have the neutral relation.
This definition is stricter than argumentative relations, where we typically consider whether the
hypothesis is likely to be true or false given the premise. This looser definition has to do with the
view in informal logic that daily arguments are defeasible; a hypothesis that is currently supported
by a premise can be defeated given additional premises that suggest otherwise. That is, the goal
of argumentative relations is not to decide whether the hypothesis is deductively derived from the
premise as in textual entailment, but instead those relations are determined by the degree to which
they are accepted by general listeners based on available information.

Causality and normative relation, in this sense, are closer to argumentative relations than textual
entailment, because they do not deductively validate or invalidate the hypothesis. For instance,
although the fact that a company had high net incomes can support the prediction that its stock
price will rise, the former is not generally seen as entailing the latter because there could be other
factors that obstruct the rise of the stock price, such as unethical affairs of the company.

The four mechanisms we considered—textual consistency, sentiment coherence, causal relation,
and normative relation—cover more than half the instances of argumentation schemes in the
2016 U.S. presidential debates (Visser et al., 2020). Adding additional mechanisms may capture
long-tail schemes, such as argumentation from expert opinion or argument from analogy. Some of
those schemes have characteristic lexical features and are relatively easy to capture; for example,
argument from expert opinion is closely related to reported speech, and identifying the content
and source in reported speech can be automatically conducted robustly §2.5.3. Some schemes
like argument from analogy are not straightforward to capture and thus require semantically
richer models. Such schemes may be more common in certain domains, for instance, argument
from expert opinion in legal argumentation and argument from analogy in mental health-related
argumentation. Hence, capturing long-tail schemes would be a good direction in order to handle
diverse domains of argumentation.
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Part III

Counter-Argumentation

In Part II, we focused on argumentative relations between statements.
We assumed that all statement pairs were given and we only classi-
fied their relations. In Part III, we take a step further and investigate
generating counterarguments in ongoing argumentation. Counterar-
gument generation may help people make better decisions informed
by counterevidence to their arguments and may be used for practical
applications, such as feedback generation and fact verification.
We see counterargument generation as a three-step process: given an
argument, (i) detect attackable sentences, (ii) find valid counterevi-
dence to them, and (iii) combine the counterevidence as a coherent
and fluent argument. This thesis covers the first two steps. In Chap-
ter 7, we present two computational models for detecting attackable
sentences in arguments, one based on neural representations of sen-
tences and the other based on hand-crafted features that represent
various characteristics of sentences. In Chapter 8, we build a system
that retrieves counterevidence to a given statement, from various
sources. We enhance the system to handle nontrivial cases that
require causality- and example-based reasoning, by incorporating
relevant knowledge graphs.
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Chapter 7

Detecting Attackable Sentences

Finding attackable sentences in an argument is the first step toward successful counter-argumentation.
When attacking an argument in deliberative dialogue, for example, it is crucial to identify impor-
tant parts in the reasoning of the argument that are key to impacting the arguer’s viewpoint. In
the field of computational argumentation, it has been understudied what makes certain sentences
attackable, how to identify them, and how addressing them affects the persuasiveness of the coun-
terargument. In this chapter, we present large-scale studies to tackle these problems. Specifically,
we present two approaches to modeling attackable sentences in arguments in persuasive dialogue.
The first approach uses a neural method for jointly modeling sentence attackability and persuasion
success. The second approach uses a semantic method for quantifying different characteristics
of sentences and analyzing differences in the characteristics between attackable sentences and
non-attackable sentences. Computationally identified attackability information would help people
make persuasive refutations and strengthen an argument by solidifying potentially attackable
points.

7.1 Introduction

Effectively refuting an argument is an important skill in persuasion dialogue, and the first step is
to find appropriate points to attack in the argument. Prior work in NLP has studied various aspects
of argument quality (Wachsmuth et al., 2017a; Habernal and Gurevych, 2016a), such as clarity
and topical relevance. But these studies mainly concern an argument’s overall quality, instead of
providing guidance of which parts of the argument can be effective targets for attacks. There are
also studies on counterargument generation (Hua et al., 2019; Wachsmuth et al., 2018b), but most
of them focus on making counterarguments toward a main claim, instead of refuting the reasoning
of another argument. Accordingly, we have a limited understanding of how to detect attackable
points in an argument, what characteristics they have, and how attacking them affects persuasion.

To motivate these problems, example arguments are shown in Figure 7.1. The attacked argument
at the top presents a negative view on DNA tests, along with reasoning and experiences that justify
the view. Challenger 1 attacks this argument by addressing the argument’s general statement and
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Attacked Argument (by OP)
CMV: DNA tests (especially for dogs) are
bullshit. For my line of work (which is not the
DNA testing), … I have NEVER seen a DNA test
return that a dog is purebred, or even anywhere
close to purebred. … these tests are consistently
way off on their results. … My mother recently
had a DNA test done showing she is 1/4 black. I
believe this is also incorrect since she knows who
her parents and grandparents are, and none of them
are black. …

Challenger 1
I'm not sure what exactly these particular DNA
tests are looking at, but they are probably analyzing
either SNPs or VNTRs. There's nothing stopping a
SNP from mutating at any given generation, or a
VNTR from shrinking or expanding due to errors
during DNA replication. … The take-home
message is that DNA testing isn't complete
bullshit, but it does have limitations.

Challenger 2
Knowing your grandparents "aren't black" doesn't
really rule out being 25% African American,
genetically, because genes combine during
fertilization almost completely randomly. …
Basically, the biggest conclusion from this
information is that race is only barely genetic. It's
mostly a social construct.

Figure 7.1: An example discussion from the ChangeMyView subreddit. The first argument is
attacked by the following two challengers. The arrows show which sentences of the attacked
arguments are attacked.

providing a new fact. This challenger successfully changed the attacked arguer’s view. On the
other hand, Challenger 2 attacks the race issues and failed to persuade the attacked arguer. This
example suggests that some points in an argument are more attackable than others, and effectively
attacking those points could increase the chance of successful persuasion.

To tackle these problems, we present two models in this chapter. In Section 7.3, we present
a neural approach that jointly models sentence attackability and persuasion success. Given
two arguments, one attacked and one attacking, this model is built on the assumption that the
model attends less to non-attackable sentences than to attackable sentences when predicting if
the attacking argument would successfully refute the attacked argument. Specifically, the model
first encodes the attackability score of each sentence in the attacked argument via an attention
mechanism, and then leverages these scores to predict the success or failure of persuasion. For
instance, in the attacked argument in Figure 7.1, attackable sentences (e.g., “CMV: DNA tests
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(especially for dogs) ...”) are assigned high attention weights, and less attackable sentences (e.g.,
“My mother recently had a DNA test done ...”) are assigned low attention weights ideally. As
a result, when a challenger attacks this argument, a high degree of interaction around the less
attackable sentences does not contribute much to the persuasion outcome. This neural model is
trained end-to-end, taking a pair of arguments as input and predicting a persuasion success label
as output. Each sentence’s attackability score is reflected in the attention weights computed by
the intermediate attention layer.

Our second approach in Section 7.4 is more interpretable and explicitly models various semantic
properties of sentences. We assume that if the attacking argument attacks certain sentences
in the attacked argument and successfully refutes the argument, the attacked sentences can be
considered attackable, i.e., worth attacking. In contrast, if certain sentences are attacked but
that does not lead to successful refutation, these sentences may be considered less attackable,
i.e., less worth attacking. Hence, in this approach, we take sentences in attacked arguments that
are directly quoted by attacking arguments, quantify various semantic characteristics of these
sentences that are relevant to attackability, and analyze how these characteristics are different
between successfully attacked sentences and unsuccessfully attacked sentences. For instance, as
reflected in Figure 7.1 and confirmed in our experiment that comes later, sentences that describe a
personal story (e.g., “My mother recently had a DNA test done...”) are not much attackable.

The studies are conducted on online discussion from the ChangeMyView (CMV) subreddit
(Section 4.2.3). The discussions consist of many pairs of attacked arguments and attacking
arguments, along with the labels of whether each attacking argument successfully changed the
attacked arguer’s viewpoint. Although there is no direct information about sentence attackability,
we use the persuasion success labels and quote information to analyze sentence attackability
indirectly. One benefit of this approach is that we can avoid relying on annotators’ intuitions on
sentence attackability, which can be subjective; instead, we use the self-report of argumentation
participants to reflect on which sentences are actually worth attacking. While both studies are
based on CMV discussions, they use different subsets of discussions, which will be explained
more in detail in each section.

7.2 Related Work

The strength of an argument is a long-studied topic, dating back to Aristotle and Kennedy (2007),
who suggested three aspects of argument persuasiveness: ethos (the arguer’s credibility), logos
(logic), and pathos (appeal to the hearer’s emotion). More recently, Wachsmuth et al. (2017b)
summarized various aspects of argument quality studied in argumentation theory and NLP, such
as clarity, relevance, arrangement. Some researchers took empirical approaches and collected
argument evaluation criteria from human evaluators (Habernal and Gurevych, 2016a; Wachsmuth
et al., 2017a). By adopting some of these aspects, computational models have been proposed
to automatically evaluate argument quality in various settings, such as essays (Ke et al., 2019),
online comments (Gu et al., 2018), and pairwise ranking (Habernal and Gurevych, 2016b). While
these taxonomies help us understand and evaluate the quality of an argument as a whole, little
empirical analysis has been conducted in terms of what to attack in an argument to persuade the
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arguer.

What can be attacked in an argument has been studied more in argumentation theory. Particularly,
Walton et al. (2008) present argumentation schemes and critical questions (CQs). Argument
schemes are reasoning types commonly used in daily argumentation. For instance, the scheme of
argument from cause to effect has the following structure:

Premises: Generally, if A occurs, B will occur. In this case, A occurs.
Conclusion: B will occur.

Each scheme is associated with a set of CQs for judging the argument to be good or fallacious.
CQs for the above scheme include “How strong is the causal generalization?” and “Are there
other factors that interfere with the causal effect?” Unlike the general argument quality described
in the previous paragraph, CQs serve as an evaluation tool that specify local attackable points
in an argument. They have been adopted as a framework for grading essays (Song et al., 2017)
and teaching argumentation skills (Nussbaum et al., 2018). In our paper, some of the sentence
characteristics we consider are informed by argumentation schemes and CQs.

NLP researchers have widely studied the effectiveness of counterarguments on persuasion (Tan
et al., 2016; Cano-Basave and He, 2016; Wei et al., 2016; Wang et al., 2017; Morio et al., 2019)
and how to generate counterarguments (Hua et al., 2019; Wachsmuth et al., 2018b). Most of the
work focuses on the characteristics of counterarguments with respect to topics and styles, without
consideration of what points to attack.

7.3 Neural Modeling of Attackability and Persuasion

In this section, we present a neural model for modeling argumentative dialogue that explicitly
models the interplay between an attacked argument and an attacking argument. The model
encodes sentence attackability in the process of predicting if the attacking argument successfully
changes the attacked arguer’s viewpoint. The model has two main components: (1) sentence
attackability scoring, an attention layer that computes attackability score of each sentence in
the attacked argument, and (2) interaction encoding, which encodes the interaction between the
sentences in the attacked argument and those in the attacking argument.

The first component, sentence attackability scoring, aims to identify important sentences in the
attacked argument that are key to impacting their viewpoint. The intuition behind our model is
that addressing certain points of an argument often has little impact in changing the arguer’s view,
even if the arguer realizes the reasoning is flawed. On the other hand, there are certain points in
the argument that are more open to debate, and thus, it is reasonable for the model to learn to
attend to those attackable points, attacking which leads to a better chance to change the viewpoint
of the attacked arguer. As a result, attention weights learned by the model may reflect the degrees
of attackability of individual sentences in the attacked argument.

The second component, interaction encoding, aims to identify the connection between the
sentences in the attacked argument and those in the attacking argument. Meaningful interaction
in argumentation may include agreement/disagreement, topic relevance, or logical implication.
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Our model encodes the interaction between every sentence pair of the attacked argument and
attacking argument, and computes interaction embeddings. These embeddings are then aggregated
for predicting the success or failure of persuasion. Intuitively, not all interactions are equally
important; rather, interactions with attackable sentences are more critical. Thus, in our complete
model, the interaction embeddings are weighted by the attackability scores of sentences computed
in the first component.

Using this model, we hope to better understand if computational models can identify attackable
sentences and what properties constitute attackability, if the joint modeling of sentence attack-
ability and interaction encoding helps to predict persuasion results better, and what kinds of
interactions between arguments are captured by the model.

This study is also situated in modeling knowledge co-construction through persuasive argu-
mentation. Through engagement in argumentative dialogue, interlocutors present arguments with
the goals of contributing to the joint construction of knowledge. Modeling this process requires
understanding of both the substance of viewpoints and how the substance of an argument connects
with what it is arguing against. Prior work on argumentation in the NLP community, however, has
focused mainly on the first goal and has often reduced the concept of a viewpoint as a discrete
side (e.g., pro vs against, or liberal vs conservative), missing more nuanced and complex details
of viewpoints. In addition, while the strength of the argument and the side it represents have been
addressed relatively often, the dialogical aspects of argumentation have received less attention.

Argumentation theories have identified important dialogical aspects of persuasive argumentation,
which motivate our attempt to model the interaction between arguments. Persuasive arguments
build on the hearer’s accepted premises (Walton, 2008) and appeal to emotion effectively (Aristotle
and Kennedy, 2007). From a challenger’s perspective, effective strategies for these factors could
be derived from the hearer’s background and reasoning. On the other hand, non-persuasive
arguments may commit fallacies, such as contradicting the hearer’s accepted premises, diverting
the discussion from the relevant and salient points in the original argument, failing to address the
issues in question, misrepresenting the hearer’s reasoning, and shifting the burden of proof to the
hearer by asking a question (Walton, 2008). These fallacies can be identified only when we can
effectively model how the attacking argument argues in relation to the attacked argument.

While prior work in the NLP community has studied argumentation, such as predicting debate
winners (Potash and Rumshisky, 2017; Zhang et al., 2016; Wang et al., 2017; Prabhakaran et al.,
2013) and winning negotiation games (Keizer et al., 2017), our approach addresses a different
angle: predicting whether an attacking argument will successfully impact the attacked arguer’s
view. Some prior work investigates factors that underlie viewpoint changes (Tan et al., 2016;
Lukin et al., 2017; Hidey et al., 2017; Wei et al., 2016), but none target our task of identifying the
specific arguments that impact an arguer’s view.

Changing someone’s view depends highly on argumentation quality, which has been the focus
of much prior work. Wachsmuth et al. (2017b) reviewed theories of argumentation quality assess-
ment and suggested a unified framework. Prior research has focused mainly on the presentation
of an argument and some aspects in this framework without considering the attacked arguer’s
reasoning. Specific examples include politeness, sentiment (Tan et al., 2016; Wei et al., 2016),
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Figure 7.2: Architecture of Attentive Interaction Model.

grammaticality, factuality, topic-relatedness (Habernal and Gurevych, 2016b), argument struc-
ture (Niculae et al., 2017), topics (Wang et al., 2017), and argumentative strategies (e.g., anecdote,
testimony, statistics) (Al Khatib et al., 2017). Some of these aspects have been used as features to
predict debate winners (Wang et al., 2017) and view changes (Tan et al., 2016).

The persuasiveness of an attacking argument, however, is highly related to the attacked reasoning
and how the argument connects with it. Nonetheless, research on this relationship is quite limited in
the NLP community. Existing work uses word overlap between attacked and attacking arguments
as a feature in predicting the success or failure of persuasion (Tan et al., 2016). Some studies
examined the relationship between the attacked arguer’s personality traits and receptivity to
arguments with different topics (Ding and Pan, 2016) or degrees of sentiment (Lukin et al., 2017).

Our approach in this section is highly relevant to the task by Tan et al. (2016) that predicts the
success or failure of persuasion in CMV discussions. They examined various stylistic features
(sentiment, hedging, question marks, etc.) and word overlap features to identify discussions
that impacted the attacked arguer’s view. However, our task is different from theirs in that
they made predictions on the challenger’s initial argument (comment) only, while we did so for
the challenger’s all arguments (comments). Our task is more challenging because challengers’
arguments that come later in a discussion have a less direct connection to the attacked arguer’s
original argument. Another challenge is the extreme skew in class distribution in our setting; Tan
et al. (2016) ensured a balance between the positive and negative classes (i.e., persuasion success
and failure).

7.3.1 Attentive Interaction Model
Suppose there is a pair of an attacked argument and an attacking argument. We call the arguer
of the attacked argument the OP (original poster), and the arguer of the attacking argument the
challenger. Each pair has an outcome label ∆ set to 1 if the attacking argument successfully
changes the OP’s viewpoint, and 0 otherwise.
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Our Attentive Interaction Model predicts the probability of the attacking argument changing
the OP’s original view, P(∆ = 1). The architecture of the model (Figure 7.2) consists of (i)
computing the attackability scores of the sentences in the OP’s argument, (ii) embedding the
interactions between every sentence in the attacked argument and the attacking argument, (iii)
summarizing the interactions weighted by the attackability scores of OP sentences, and (iv)
predicting P(∆ = 1).

The main idea of this model is the architecture for capturing interactions around attackable
sentences, rather than methods for measuring specific argumentation-related features (e.g., agree-
ment/disagreement, contraction, attackability, etc.). To better measure these features, we need
much richer information than the dataset provides (discussion text and ∆s). Therefore, our ar-
chitecture is not to replace prior work on argumentation features, but rather to complement it
at a higher, architectural level that can potentially integrate various features. Moreover, our
architecture serves as a lens for analyzing attackable sentences in attacked arguments and their
interactions with attacking arguments.

Formal notations (Figure 7.2 (A) and (B)): Denote the attacked argument by dO =(xO
1 , ...,x

O
MO),

where xi is the ith sentence, and MO is the number of sentences. The sentences are encoded via an
RNN, yielding a hidden state for the ith sentence sO

i ∈ RDS
, where DS is the dimensionality of

the hidden states. Similarly, for the attacking argument dC = (xC
1 , ...,x

C
MC), hidden states of the

sentences sC
j , j = 1, · · · ,MC, are computed.

Sentence attackability scoring (Figure 7.2 (A)): Given the sentences of the attacked argument,
the model computes the attackability measure of the ith sentence g(sO

i ) ∈ R1 (e.g., using a
feedforward neural network). From this measure, the attention weight of the sentence is calculated
as

ai =
expg(sO

i )

∑
MO

i′=1 expg(sO
i′ )

.

Interaction encoding (Figure 7.2 (C)): The model computes the interaction embedding of
every pair of the attacked argument’s ith sentence and the attacking argument’s jth sentence,

vi, j = h(sO
i ,s

C
j ) ∈ RDI

,

where DI is the dimensionality of interaction embeddings, and h is an interaction function between
two sentence embeddings. h can be a simple inner product (in which case DI = 1), a feedforward
neural network, or a more complex network. Ideally, each dimension of vi, j indicates a particular
type of interaction between the pair of sentences.

Interaction summary (Figure 7.2 (D)): Next, for each sentence in the attacked argument, the
model summarizes what types of meaningful interaction occur with the challenger’s sentences.
That is, given all interaction embeddings for the OP’s ith sentence, vi,1, · · · ,vi,MC , the model
conducts max pooling for each dimension,

umax
i =

(
max

j
(vi, j,1), · · · ,max

j
(vi, j,DI)

)
,
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where vi, j,k is the kth dimension of vi, j and umax
i ∈ RDI

. Intuitively, max pooling is to capture the
existence of an interaction and its highest intensity for each of the OP’s sentences—the interaction
does not have to occur in all sentences of the attacking argument. Since we have different degrees
of interest in the interactions in different parts of the OP’s post, we take the attention-weighted
sum of umax

i to obtain the final summary vector

umax =
MO

∑
i=1

aiumax
i .

Prediction (Figure 7.2 (E)): The prediction component consists of at least one feedforward
neural network, which takes as input the summary vector umax and optionally the hidden state
of the last sentence in the comment sMC . More networks may be used to integrate other features
as input, such as TFIDF-weighted n-grams of the comment. The outputs of the networks are
concatenated and fed to the final prediction layer to compute P(∆ = 1). Using a single network
that takes different kinds of features as input does not perform well, because the features are in
different spaces, and linear operations between them are probably not meaningful.

Loss: The loss function is composed of binary cross-entropy loss and margin ranking loss.
Assume there are total ND attacked arguments, and the lth argument has Nl attacking arguments.
The binary cross-entropy of the lth attacked argument and its tth attacking argument measures the
similarity between the predicted P(∆ = 1) and the true ∆ as:

BCEl,t =−∆l,t logPΘ(∆l,t = 1)
− (1−∆l,t) log(1−PΘ(∆l,t = 1)),

where ∆l,t is the true ∆ ∈ {0,1} and PΘ is the probability predicted by our model with parameters
Θ. Since our data is skewed to negatives (persuasion failure), the model may overpredict ∆ = 0.
To adjust this bias, we use margin ranking loss to drive the predicted probability of positives to be
greater than the predicted probability of negatives to a certain margin. The margin ranking loss is
defined on a pair of some attacking arguments C1 and C2 with ∆C1 > ∆C2 as:

MRLC1,C2 =

max{0,PΘ(∆C2 = 1)−PΘ(∆C1 = 1)+ ε},
where ε is a margin. Combining the two losses, our final loss is

1
ND

ND

∑
l=1

1
Nl

Nl

∑
t=1

BCEl,t +EC1,C2 [MRLC1,C2] .

For the expectation in the ranking loss, we consider all pairs of attacking arguments in each
minibatch and take the mean of their ranking losses.

We implemented the model using PyTorch 0.3.0.

7.3.2 Experimental Settings
Our task is to predict whether a challenger’s comment would receive a ∆, given the OP’s initial
post and the comment. We formulate this task as binary prediction of ∆ ∈ {0,1}. Since our data
is highly skewed, we use as our evaluation metric the AUC score, which measures the probability
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(b) Delta ratios in discussions by topic. (e.g., a discussion has a 10% ratio
if 10% of the OP’s replies have a ∆.)

Figure 7.3: Discussion characteristics by topic.

of a positive instance receiving a higher probability of ∆ = 1 than a negative instance.

Data

We use the CMV dataset compiled by Tan et al. (2016)1. The dataset is composed of 18,363
discussions from January 1, 2013–May 7, 2015 for training data and 2,263 discussions from May
8–September 1, 2015 for test data. Note that this dataset is different from the CMV dataset we
introduced in §4.2.3, although they are from the same subreddit.

We conducted qualitative analysis to better understand the data. First, to see if there are topical
effects on changes in view, we examined the frequency of view changes across different topics.
We ran Latent Dirichlet Allocation2 (Blei et al., 2003) with 20 topics, taking each discussion as

1https://chenhaot.com/pages/changemyview.html
2Toolkit: LatentDirichletAllocation in scikit-learn v0.19.1 / n_components: 20 / max_iter: 200 / learn-

ing_method: online / learning_offset: 50
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one document. We assigned each discussion the topic that has the highest standardized probability.
The most discussed topics are government, gender, and everyday life (Figure 7.3a). As expected,
the frequency of changes in view differs across topics (Figure 7.3b). The most malleable topics
are food, computers & games, clothing, art, education, and everyday life. But even in the food
domain, OPs give out a ∆ in less than 10% of their replies in most discussions.

In order to see some behavior of users, we sampled discussions not in the test set and compared
comments that did and did not receive a ∆. When a comment addresses the OP’s points, its success
relies on various interactions, including the newness of information, topical relatedness, and
politeness. For example, in the discussion in Figure 7.1, Challenger 1 provides new information
that is topically dissimilar to the OP’s original reasoning. In contrast, Challenger 2’s argument
is relatively similar to the OP’s reasoning, as it attempts to directly correct the OP’s reasoning.
These observations motivate the design of our Attentive Interaction Model, described in the next
section.

Data Preprocessing

We exclude (1) DeltaBot’s comments with no content, (2) comments replaced with “[deleted]”,
(3) system messages that are included in OP posts and DeltaBot’s comments, (4) OP posts that are
shorter than 100 characters, and (5) discussions where the OP post is excluded. We treat the title
of an OP post as its first sentence. After this, every comment to which the OP replies is paired up
with the OP’s initial post. A comment is labeled as ∆ = 1 if it received a ∆ and ∆ = 0 otherwise.

More specifically, in the CMV forum, DeltaBot replies to an OP’s comment with the confir-
mation of a ∆, along with the user name to which the OP replied. For most OP replies, the
(non-)existence of a ∆ indicates whether a comment to which the OP replied changed the OP’s
view. However, an OP’s view is continually influenced as they participate in argumentation, and
thus a ∆ given to a comment may not necessarily be attributed to the comment itself. One example
is when a comment does not receive a ∆ when the OP reads it for the first time, but the OP comes
back and gives it a ∆ after they interact with other comments. In such cases, we may want to give
a credit to the comment that actually led the OP to reconsider a previous comment and change the
view.

Hence, we use the following labeling method that considers the order in which OPs read
comments. We treat the (non-)existence of a ∆ in an OP comment as a label for the last comment
that the OP read. We reconstruct the order in which the OP reads comments as follows. We
assume that when the OP writes a comment, they have read all prior comments in the path to that
comment.

Based on this assumption, we flatten the original tree structure of the initial post and all
subsequent comments into a linear sequence S. Starting with empty S, for each of the OP’s
comments in chronological order, its ancestor comments that are yet to be in S and the comment
itself are appended to S. And for each of the OP’s comments, its preceding comment in S is
labeled with ∆ = 1 if the OP’s comment has a ∆ and 0 otherwise.

This ensures that the label of a comment to which the OP replied is the (non-)existence of a ∆
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Train Val Test CD

# discussions 4,357 474 638 1,548
# pairs 42,710 5,153 7,356 18,909

# positives 1,890 232 509 1,097

Table 7.1: Data statistics. (CD: cross-domain test)

in the OP’s first reply. If an OP reply is not the first reply to a certain comment (as in the scenario
mentioned above), or a comment to which the OP replied is missing, the (non-)existence of a ∆

in that reply is assigned to the comment that we assume the OP read last, which is located right
before the OP’s comment in the restructured sequence.

The original dataset comes with training and test splits. After tokenization and POS tagging
with Stanford CoreNLP (Manning et al., 2014), our vocabulary is restricted to the most frequent
40,000 words from the training data. For a validation split, we randomly choose 10% of training
discussions for each topic.

We train our model on the seven topics that have the highest ∆ ratios (Figure 7.3b). We test
on the same set of topics for in-domain evaluation and on the other 13 topics for cross-domain
evaluation. The main reason for choosing the most malleable topics is that these topics provide
more information about people learning new perspectives, which is the focus of our paper. Some
statistics of the resulting data are in Table 7.1.

Model Input

We use two basic types of input: sentence embeddings and TFIDF vectors. We acknowledge
that these basic input types are not enough for our complex task, and most prior work utilizes
higher-level features (politeness, sentiment, etc.) and task-specific information. Nevertheless, in
this thesis, our experiment is limited to the basic input types to minimize feature engineering and
increase replicability, but our model is general enough to incorporate other features as well.

Sentence embeddings: Our input sentences are sentence embeddings obtained by a pretrained
sentence encoder (Conneau et al., 2017) (this is different from the sentence encoder layer in our
model). The pretrained sentence encoder is a BiLSTM with max pooling trained on the Stanford
Natural Language Inference corpus (Bowman et al., 2015) for textual entailment. Sentence em-
beddings from this encoder, combined with logistic regression on top, showed good performance
in various transfer tasks, such as entailment and caption-image retrieval (Conneau et al., 2017).

TFIDF: A whole post or comment is represented as a TFIDF-weighted bag-of-words, where
IDF is based on the training data3. We consider the top 40,000 n-grams (n = 1,2,3) by term
frequency.

3TfidfVectorizer in scikit-learn v0.19.1, with the default setting
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Word Overlap: Although integration of hand-crafted features is behind the scope of this paper,
we test the word overlap features between a comment and the OP’s post, introduced by Tan et al.
(2016), as simple proxy for the interaction. For each comment, given the set of its words C and
that of the OP’s post O, these features are defined as

[
|C∩O|, |C∩O|

|C| , |C∩O|
|O| ,

|C∩O|
|C∪O|

]
.

Model Settings

Network configurations: For sentence encoding, Gated Recurrent Units (Cho et al., 2014)
with hidden state sizes 128 or 192 are explored. For attention, a single-layer feedforward neural
network (FF) with one output node is used. For interaction encoding, we explore two interaction
functions: (1) the inner product of the sentence embeddings and (2) a two-layer FF with 60
hidden nodes and three output nodes with a concatenation of the sentence embeddings as input.
For prediction, we explore (1) a single-layer FF with either one output node if the summary
vector umax is the only input or 32 or 64 output nodes with ReLU activation if the hidden state
of the comment’s last sentence is used as input, and optionally (2) a single-layer FF with 1 or 3
output nodes with ReLU activation for the TFIDF-weighted n-grams of the comment. The final
prediction layer is a single-layer FF with one output node with sigmoid activation that takes the
outputs of the two networks above and optionally the word overlap vector. The margin ε for the
ranking margin loss is 0.5. Optimization is performed using AdaMax with the initial learning rate
0.002, decayed by 5% every epoch. Training stops after 10 epochs if the average validation AUC
score of the last 5 epochs is lower than that of the first 5 epochs; otherwise, training runs 5 more
epochs. The minibatch size is 10.

Input to prediction layer: The prediction component of the model takes combinations of
the inputs: MAX (umax), HSENT (the last hidden state of the sentence encoder sC

MC), TFIDF

(TFIDF-weighted n-grams of the comment), and WDO (word overlap).

Baselines

The most similar prior work to ours (Tan et al., 2016) predicted whether an OP would ever give
a ∆ in a discussion. The work used logistic regression with bag-of-words features. Hence, we
also use logistic regression as our baseline to predict P(∆ = 1)4. Simple logistic regression using
TFIDF is a relatively strong baseline, as it beat more complex features in the aforementioned task.

Model configurations: Different regularization methods (L1, L2), regularization strengths
({.5, 0, 2, 4}), and class weights for positives (1, 2, 5) are explored. Class weights penalize
false-negatives differently from false-positives, which is appropriate for the skewed data.

Input configurations: The model takes combinations of the inputs: TFIDF (TFIDF-weighted
n-grams of the comment), TFIDF (+OH) (concatenation of the TFIDF-weighted n-grams of the
comment and the OP’s post), WDO (word overlap), and SENT (the sum of the input sentence
embeddings of the comment).

4LogisticRegression in scikit-learn v0.19.1, with the default settings
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Model Inputs In-domain Cross-domain

LR SENT 62.8 62.5
LR TFIDF (+OH) 69.5 69.1
LR TFIDF 70.9 69.6
LR SENT+TFIDF 64.0 63.1
LR TFIDF+WDO 71.1 69.5

AIM MAX 70.5 67.5
AIM MAX+TFIDF 72.0* 69.4
AIM MAX+TFIDF+WDO 70.9 68.4

(A)IM HSENT 69.6 67.6
(A)IM HSENT+TFIDF 69.0 67.6
(A)IM MAX+TFIDF 69.5 68.1

Table 7.2: AUC scores. (LR: logistic regression, AIM: Attention Interaction Model, (A)IM: AIM
without attention.) *: p < 0.05 using the DeLong test compared to LR with TFIDF.

7.3.3 Results
Table 7.2 shows the test AUC scores for the baseline and our model in different input configurations.
For each configuration, we chose the optimal parameters based on validation AUC scores. Both
interaction information learned by our model and surface-level n-grams in TFIDF have strong
predictive power, and attending to attackable sentences helps. The highest score is achieved
by our model (AIM) with both MAX and TFIDF as input (72.0%). The performance drops if
the model does not use interaction information—(A)IM with HSENT (69.6%)—or attackability
information—(A)IM with MAX+TFIDF (69.5%).

TFIDF by itself is also a strong predictor, as logistic regression with TFIDF performs well
(70.9%). There is a performance drop if TFIDF is not used in most settings. This is unsurprising
because TFIDF captures some topical or stylistic information that was shown to play important
roles in argumentation in prior work (Tan et al., 2016; Wei et al., 2016). Simply concatenating
both comment’s and OP’s TFIDF features does not help (69.5%), most likely due to the fact that a
simple logistic regression does not capture interactions between features.

When the hand-crafted word overlap features are integrated to LR, the accuracy is increased
slightly, but the difference is not statistically significant compared to LR without these features
nor to the best AIM configuration. These features do not help AIM (70.9%), possibly because
the information is redundant, or AIM requires a more deliberate way of integrating hand-crafted
features.

For cross-domain performance, logistic regression with TFIDF performs best (69.6%). Our
interaction information does not transfer to unseen topics as well as TFIDF. This weakness is
alleviated when our model uses TFIDF in addition to MAX, increasing the cross-domain score
(from 67.5% to 69.4%). We expect that information about attackability would have more impact
within domain than across domains because it may learn domain-specific information about which
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kinds of reasoning are attackable.

The rest of the section reports our qualitative analysis based on the best model configuration.

Can the model identify attackable sentences? If so, what properties constitute attackabil-
ity? Our rationale behind sentence attackability scoring is that the model is able to learn to pay
more attention to sentences that are more likely to change the OP’s view when addressed. If the
model successfully does this, then we expect more alignment between the attention mechanism
and sentences that are actually addressed by successful comments that changed the OP’s view.

To verify if our model works as designed, we randomly sampled 30 OP posts from the test set,
and for each post, the first successful and unsuccessful comments. We asked a native English
speaker to annotate each comment with the two most relevant sentences that it addresses in the
OP post, without knowledge of how the model computes attackability scores and whether the
comment is successful or not.

After this annotation, we computed the average attention weight of the two selected sentences
for each comment. We ran a paired sample t-test and confirmed that the average attention
weight of sentences addressed by successful comments was significantly greater than that of
sentences addressed by unsuccessful comments (p < 0.05). Thus, as expected in the case where
the attention works as designed, the model more often picks out the sentences that successful
challengers address.

As to what the model learns as attackability, in most cases, the model attends to sentences
that are not punctuation marks, bullet points, or irrelevant to the topic (e.g., “can you cmv?”). A
successful example is illustrated in Figure 7.4 and Figure 7.5. Figure 7.6 shows some unsuccessful
examples. All examples are from the test set.

What kinds of interactions between arguments are captured by the model? We first use
argumentation theory as a lens for interpreting interaction embeddings. For this, we sampled 100
OP posts with all their comments and examined the 150 sentence pairs that have the highest value
for each dimension of the interaction embedding (the dimensionality of interaction embeddings is
3 for the best performing configuration). 22% of the pairs in a dimension capture the comment
asking the OP a question, which could be related to shifting the burden of proof. In addition, 23%
of the top pairs in one dimension capture the comment pointing out that the OP may have missed
something (e.g., “you don’t know the struggles ...”). This might represent the challengers’ attempt
to provide premises that are missing in the OP’s reasoning.

As providing missing information plays an important role in our data, we further examine if this
attempt by challengers is captured in interaction embeddings even when it is not overtly signaled
(e.g., “You don’t know ...”). We first approximate the novelty of a challenger’s information with
the topic similarity between the challenger’s sentence and the OP’s sentence, and then see if
there is a correlation between topic similarity and each dimension of interaction embeddings.
The topic similarity between a pair of sentences is computed as the consine similarity between
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the sat should not include trigonometry in their math section .
.
most colleges do not require trigonometry for admissions , and do not 
require students to take a trigonometry course .
it seems unfair that the sat would include this in the math section .
some will argue that it makes sure students are `` well rounded , '' but it 
's incredibly unfair to use this to test a student 's aptitude for college .
when i was in high school , i had an 89 % overall gpa .
i got mid-range scores on the reading and writing sections of the sat , 
but did very poorly on the math section .
because of this , i was denied admission to many colleges which i 
applied to .
i understand that my scores in reading and writing were average , but it 
was the low math score which really hurt my chances of admission .
this might seem like a personal argument , but the fact remains that i 'm 
sure many students would agree with me .
i understand including algebra and geometry , but i do n't see why they 
include trigonometry .
this is a person 's future which they are dealing with .
edit : of the five colleges i applied to , i was rejected by two of them , 
but was accepted by three of them .

!=1 / P(!=1)=0.073
i get and understand that math is not your strong point , that 's great and fine
, however it is mine . i got my undergrad in math and i am working on my
masters in stats , but just because i do n't see myself as needing reading or
writing that does not mean that others feel the same way . my personal
opinion of the sat and act is less that is it to make a `` well rounded ''
person and more to set a bar for entrance into selective schools . to your
opening point , the sat did not prevent you from going to college it just
prevented you for attending a more selective college , one that desires a
higher level of math knowledge than the ones that accepted you . it has
little to do with you and more to do with the statistics of placing people . if
someone has a better understanding of math they will be able to understand
more things in general -LRB- all else being held constant -RRB- .

!=0 / P(!=1)=0.039
> i understand including algebra and geometry , but i do n't see why
they include trigonometry .
if you know geometry but not trigonometry , you do n't know much
geometry . high school geometry classes are supposed to include
trigonometry . a lot of applications of geometry in higher-level math and in
subjects such as physics will require trigonometry . i do n't know how
authoritative -LSB- this source -RSB- -LRB- <UNK> -RRB- is , but it
seems to be a pretty good list of geometry topics you should master before
moving on to <UNK> .

OH’s initial post Two comments

Figure 7.4: Example discussion with the OP’s initial post (left), a successful comment (top right),
and an unsuccessful comment (bottom right). The OP’s post is colored based on attention weights
(the higher attention the brighter). Sentences with college and SAT sections (reading, writing,
math) get more attention than sentences with other subjects (algebra, geometry). The successful
comment addresses parts with high attention, whereas the unsuccessful comment addresses parts
with low attention.
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!=1 / P(!=1)=0.057
this slogan is for people who do not seem to have the iq or common sense
to take basic precautions for their own safety . there are two ways to
convince these prospective candidates of the darwin award - authority or
emotion . appeal to emotion requires some introspection and determining
your own worth to your family etc. this is intellectually more involved than
common sense and thus clearly beyond the capabilities of these individuals .
therefore , an appeal to authority , like law , is your only chance .

!=0 / P(!=1)=0.021
but everyone knows there a penalties and fines for breaking the law . its not
an appeal to authority , its pointing out the consequences -LRB- the fines -
RRB- . and appeal to authority would be closer to `` buckle up , the
government says you should '' .

OH’s initial post Two comments

`` buckle up , it 's the law '' is an appeal to authority , and therefore not 
a good slogan to get people to put on their seat belts .
.
i believe that `` buckle up , it 's the law '' is a very bad slogan , because 
it is an -LSB- appeal to authority -RSB- -LRB- <UNK> -RRB- which 
can be rejected easily in people 's minds if they are n't aware of the 
purpose of a law .
instead , an appeal to the motorist 's intelligence by pointing out the 
consequences of not buckling up , and thus making motorists aware of 
the possible consequences of not buckling up and making it obvious 
why it is rather sensible to wear one 's seat belt would be a lot more 
effective .
-LSB- this german ad posted along public roads throughout germany -
RSB- -LRB- <UNK> -RRB- is an excellent example of this .
the text translates to `` one is distracted , four die '' .
a brief but concise outline of cause and effect , enough to raise 
awareness .

Good example

!=1 / P(!=1)=0.277
it 's hard to say without seeing the skin first hand , but -LRB- if my
assumptions were right on everything else other than hair color -RRB-
hypothetically ... i suggest using a <UNK> <UNK> - something very gentle
on the skin . no more than once every five days . wash it at night , as your
skin type -LRB- if my guesses are right -RRB- produces more oil when you
sleep . also , do not wash your face in the shower , do it afterwards . your
<UNK> are open in the shower -LRB- due to the heat -RRB- , and
whatever you clean is going to fill up with soap residue after you washed it
. that residue can clog your <UNK> and lead to a break out . pro tip : rinse
your face after washing twice - first with hot water , then with cold water .
this closes your <UNK> and limits <UNK> . hair ? i 'd have to see it up
close , but some simple recommendations -LRB- if my assumptions about
slightly oily scalp and hair are right -RRB- would be <UNK> -LRB- brand
-RRB- <UNK> oil shampoo and conditioner . let your conditioner sit and
soak for at least 4 minutes before rinsing it out . you do n't need to use
much , just enough to cover it . if you want or need further help - feel free to
pm me . without sounding all pedo -LRB- do n't look at my username -
RRB- , take a few <UNK> pics of your face and hair -LRB- so i can see the
skin and your hair structure -RRB- and link me to the pics in the pm . i can
give you a much better breakdown of what to do when i can see what i am
working with . or if you have the balls , you can post those pics here too .
up to you , and yes - wash your sheets more often - chicks love a freshly
washed set of sheets .

!=0 / P(!=1)=0.028
if your hair is actually dirty , you must clean it . for someone with short hair
and soft water , soap will be fine . however , in hard water the polar end of
the soap binds to calcium and forms a sticky scum that does not easily wash
out of long hair . a detergent like shampoo does not have this problem .

OH’s initial post Two comments

shampoo and special body wash products are unnecessary .
.
bar soap is all you need .
and you dont wash your hair at all , you just rinse it .
sometimes i use shampoo , maybe once in a month or two , if i did 
something specially dirty or got chemicals in my hair etc. but your hair 
is healthier without it , and if i cared enough to find an alternative i 
would use something natural .
if you quit using shampoo , your hair might be greasy for the first 
couple days , but with nothing but proper rinsing your hair will be able 
to clean itself .
face wash is unnecessary as well .
bar soap is fine .
special body washes are unnecessary .
it is all a marketing ploy .
i am a clean and beautiful boy who has no problem attracting the 
opposite sex , and have never been led to suspect that my habits are 
somehow smelly or unclean .
what is the point of using these products ?
please , reddit , change my view : <UNK> products are a scam .

Good example

Figure 7.5: Successful examples of attackable sentence detection.
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!=1 / P(!=1)=0.018
> i see that as a sort of amateur performance art as someone who has
<UNK> , i do n't agree . a street magician , <UNK> , or someone giving a
public speech are all asking for your attention . they 're doing what they 're
doing for the sake of their audience . some cosplayers fit this category , but
for some they just wan na dress up in a cool costume for the day and a con
is the best place to do that .

!=0 / P(!=1)=0.004
would you walk up to someone on the street and take their picture without
asking ?

OH’s initial post Two comments

Bad example

i do n't feel obligated to ask permission to take cosplayer pictures at a 
convention .
.
i 've been to a prominent anime convention -LRB- ~ 8000 annual 
attendees -RRB- , 6 or 7 years now and have never felt the need to ask 
anyone 's permission before taking pictures .
i 'll ask permission to take a picture if : * the cosplayer is dressed up as 
something i really like and no one else is taking their picture - i want 
them to do their pose or whatever if they do n't mind because it 's from 
something i like * they 're dressed in something suggestive , showing a 
lot of skin , or look uncomfortable being dressed that way in a public 
setting - i do n't usually take these people 's pictures anyways because 9 
times out of 10 me feeling creepy is n't worth the value i 'd get having 
the picture * they might otherwise enjoy being asked to get their picture 
taken - little girl , something obscure , whatever i typically wo n't ask to 
take a picture if : * they 've already got a big crowd of people around 
them taking pictures * they 've got a cool costume i want to remember , 
but i do n't care enough to have them do their pose or whatever .
* i want to capture some aspect of the convention and anime culture 
itself - to me a convention is like going to a fair or a festival , it 's an 
event i want pictures of i think the main reason people are so strongly 
opposed to people taking unwarranted pictures is creepy people , and 
that 's a valid concern .
however i think with the general discretion that i follow , asking every 
single person for their picture is a bit unnecessary .
at the same time , i know a lot of people feel very strongly about 
photographic consent and i may very well be overlooking something 
important so change my view !
edit : wording

!=1 / P(!=1)=0.277
it 's hard to say without seeing the skin first hand , but -LRB- if my
assumptions were right on everything else other than hair color -RRB-
hypothetically ... i suggest using a <UNK> <UNK> - something very gentle
on the skin . no more than once every five days . wash it at night , as your
skin type -LRB- if my guesses are right -RRB- produces more oil when you
sleep . also , do not wash your face in the shower , do it afterwards . your
<UNK> are open in the shower -LRB- due to the heat -RRB- , and
whatever you clean is going to fill up with soap residue after you washed it
. that residue can clog your <UNK> and lead to a break out . pro tip : rinse
your face after washing twice - first with hot water , then with cold water .
this closes your <UNK> and limits <UNK> . hair ? i 'd have to see it up
close , but some simple recommendations -LRB- if my assumptions about
slightly oily scalp and hair are right -RRB- would be <UNK> -LRB- brand
-RRB- <UNK> oil shampoo and conditioner . let your conditioner sit and
soak for at least 4 minutes before rinsing it out . you do n't need to use
much , just enough to cover it . if you want or need further help - feel free to
pm me . without sounding all pedo -LRB- do n't look at my username -
RRB- , take a few <UNK> pics of your face and hair -LRB- so i can see the
skin and your hair structure -RRB- and link me to the pics in the pm . i can
give you a much better breakdown of what to do when i can see what i am
working with . or if you have the balls , you can post those pics here too .
up to you , and yes - wash your sheets more often - chicks love a freshly
washed set of sheets .

!=0 / P(!=1)=0.028
if your hair is actually dirty , you must clean it . for someone with short hair
and soft water , soap will be fine . however , in hard water the polar end of
the soap binds to calcium and forms a sticky scum that does not easily wash
out of long hair . a detergent like shampoo does not have this problem .

OH’s initial post Two comments

shampoo and special body wash products are unnecessary .
.
bar soap is all you need .
and you dont wash your hair at all , you just rinse it .
sometimes i use shampoo , maybe once in a month or two , if i did 
something specially dirty or got chemicals in my hair etc. but your hair 
is healthier without it , and if i cared enough to find an alternative i 
would use something natural .
if you quit using shampoo , your hair might be greasy for the first 
couple days , but with nothing but proper rinsing your hair will be able 
to clean itself .
face wash is unnecessary as well .
bar soap is fine .
special body washes are unnecessary .
it is all a marketing ploy .
i am a clean and beautiful boy who has no problem attracting the 
opposite sex , and have never been led to suspect that my habits are 
somehow smelly or unclean .
what is the point of using these products ?
please , reddit , change my view : <UNK> products are a scam .

Good example

Figure 7.6: Unsuccessful examples of attackable sentence detection.
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n-grams for ∆ = 1 n-grams for ∆ = 0

and, in, for, use, it, on, thanks, often, delta, time,
depression, -RRB-, lot, -LRB-, or, i, can, &, with,
more, as, band, *, #, me, - LRB-_-RRB-, can_be,

has, deltas, when

?, >, sex, why, do_you, wear, relationship, child,
are_you, op, mother, should, wearing, teacher,
then, it_is, same, no, circumcision, you_are,

then_you, baby, story

Table 7.3: Top n-grams with the most positive/negative weights for logistic regression.

the topic distributions of the sentences. The first step is to extract topics. We ran LDA5 on the
entire data with 100 topics, taking each post and comment as a document. We treat the top 100
words for each topic as topic words. The second step is to compute the topic distribution of each
sentence. We simply counted the frequency of occurrences of topic words for each topic, and
normalized the frequencies across topics. Lastly, we computed the cosine similarity between the
topic distributions of a pair of sentences.

We found only a small but significant correlation (Pearson’s r =−0.04) between topic similarity
with one of the three dimensions. Admittedly, it is not trivial to interpret interaction embeddings
and find alignment between embedding dimensions and argumentation theory. The neural network
apparently learns complex interactions that are difficult to interpret in a human sense. It is also
worth noting that the top pairs contain many duplicate sentences, possibly because the interaction
embeddings may capture sentence-specific information, or because some types of interaction
are determined mainly by one side of a pair (e.g., disagreement is manifested mostly on the
challenger’s side).

Lastly, we examine n-grams that are associated with the success and the failure of persuasion,
reflected in TFIDF-weighted n-grams, based on their weights learned by logistic regression. The
top n-grams with the highest and lowest weights are shown in table 7.3. First, challengers are
more likely to change the OP’s view when talking about themselves than mentioning the OP in
their arguments. For instance, first-person pronouns (e.g., “i” and “me”) get high weights, whereas
second-person pronouns (e.g., “you_are” and “then_you”) get low weights. Second, different
kinds of politeness seem to play roles. For example, markers of negative politeness (“can” and
“can_be”, as opposed to “should” and “no”) and negative face-threatening markers (“thanks”), are
associated with receiving a ∆. Third, asking a question to the OP (e.g., “why”, “do_you”, and
“are_you”) is negatively associated with changing the OP’s view.

Conclusion

To summarize this section, we presented the Attentive Interaction Model, which predicts an
arguer’s change in view through argumentation by sentence attackability scoring in the attacked
argument and modeling the interaction between this argument and the attacking argument. Ac-
cording to the evaluation on discussions from the ChangeMyView forum, sentences identified by
our model to be attackable were addressed more by successful challengers than by unsuccessful

5LatentDirichletAllocation in scikit-learn v0.19.1

173



ones. The model also effectively captured interaction information so that both attackability and
interaction information increased accuracy in predicting the attacked arguer’s change in view.

One limitation of our model is that making a prediction based only on one attacking argument
(without considering the entire discussion) is not ideal because we miss context information that
connects successive arguments. As a discussion proceeds, the topic may digress from the initially
attacked argument. In this case, detecting attackable sentences and encoding interactions for this
argument may become irrelevant. We leave the question of how to transfer contextual information
from the overall discussion as future work.

Another key limitation is that it is not clear what makes certain sentences attackable. Although
our neural representations have been found to be correlated with sentence attackability and to help
to improve predicting persuasion outcomes, we still need a better understanding of the properties
of attackable sentences. Therefore, we will discuss a more interpretable and semantic-oriented
approach in the next section.

7.4 Semantic Modeling of Attackability

In the previous section, we presented a neural approach that computes the attackability scores
of sentences in the attacked argument. However, this approach does not provide interpretable
insights into characteristics that make certain sentences attackable. In this section, we present a
more interpretable and semantic-oriented approach to examine the characteristics of sentences
that distinguish attackable and non-attackable sentences.

Our key observation is that attacking specific points of an argument is common and effective; in
our data of online discussions, challengers who successfully change the original poster (OP)’s view
are 1.5 times more likely to quote specific sentences of the argument for attacks than unsuccessful
challengers (Figure 7.7).

To examine the characteristics of attackable sentences in an argument, we first conduct a
qualitative analysis of reasons for attacks in online arguments. Our data comes from discussions
in the ChangeMyView (CMV) forum on Reddit. In CMV, users challenge the viewpoints of OPs,
and those who succeed receive a ∆ from the OPs. In this setting, sentences that are attacked and
lead to the OP’s view change are considered “attackable”, i.e., targets that are worth attacking.

This analysis of reasons for attacks, along with argumentation theory and discourse studies,
provide insights into what characteristics of sentences are relevant to attackability. Informed by
these insights, we extract features that represent relevant sentence characteristics, clustered into
four categories: content, external knowledge, proposition types, and tone. We demonstrate the
effects of individual features on sentence attackability, in regard to whether a sentence would be
attacked and whether a sentence would be attacked successfully.

Building on these findings, we examine the efficacy of machine learning models in detecting
attackable sentences in arguments. We demonstrate that their decisions match the gold standard
significantly better than several baselines and comparably well to laypeople.
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2

>A society where everyone is equal seems great to me 

That's one of the big problems with communism - 
what is equality? Is everyone equal? [...] 

>it removes some of the basic faults in society, such 
as poverty, homelessness, joblessness, as well as 
touching on moral values such as greed, and envy 

Yes there are problems within society but this doesn't 
mean there is a fault with society. [...] 

>I believe a proper Communist society (I.E. one that is 
not a dictatorship like Joseph Stalin or Fidel Castro) 

furthermore, it is unlikely we could ever get a true 
communist society due to human nature. [...]

OP: I believe that Communism is not as bad as everyone says

Figure 7.7: A comment to a post entitled “I believe that Communism is not as bad as everyone
says”. It quotes and attacks some sentences in the post (red with “>”)

7.4.1 Data and Labeling
We use the CMV corpus described in Section 4.2.3. As a reminder, we scraped CMV posts and
comments written between January 1, 2014 and September 30, 2019, using the Pushshift API. We
split them into a dev set (Jan 2014–Jan 2018 for training and Feb 2018–Nov 2018 for validation)
and a test set (Dec 2018–Sep 2019), with the ratio of 6:2:2. We split the data by time to measure
our models’ generality to unseen subjects.

As the characteristics of arguments vary across different issues, we categorized the posts into
domains using LDA. For each post, we chose as its domain the topic that has the highest standard
score; topics comprising common words were excluded. We tried different numbers of topics
(25, 30, 35, 40) and finalized on 40, as it achieves the lowest perplexity. This process resulted
in 30 domains (excluding common-word topics): media, abortion, sex, election, Reddit, human
economy, gender, race, family, life, crime, relationship, movie, world, game, tax, law, money,
drug, war, religion, job, food, power, school, college, music, gun, and Jewish (from most frequent
to least, ranging 5%–2%).

Since we are interested in which parts of a post are attacked by comments and whether the
attacks lead to successful view changes, our goal here is to label each sentence in a post as
successfully attacked, unsuccessfully attacked, or unattacked. We only consider comments directly
replying to each post (top-level comments), as lower-level comments usually address the same
points as their parent comments (as will be validated at the end of the section).

Attacked vs. Unattacked: Some comments use direct quotes with the > symbol to address
specific sentences of the post (Figure 7.7). Each quote is matched with the longest sequence of
sentences in the post using the Levenshtein edit distance (allowing a distance of 2 characters for
typos). A matched text span should contain at least one word and four characters, and cover at
least 80% of the quote to exclude cases where the > symbol is used to quote external content. As a
result, 98% of the matched spans cover the corresponding quotes entirely. Additionally, a sentence
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in the post is considered to be quoted if at least four non-stopwords appear in a comment’s
sentence. For example:

Post: “... If you do something, you should be prepared to accept the conse-
quences. ...”
Comment: “... I guess my point is, even if you do believe that “If you do
something, you should be prepared to accept the consequences,” you can
still feel bad for the victims. ...”

We considered manually annotating attacked sentences too, but it turned out to be extremely
time-consuming and subjective. We tried to automate it using heuristics (word overlap and vector
embeddings), but precision severely deteriorated. As we value the precision of labels over recall,
we only use the method described in the previous paragraph. Chakrabarty et al. (2019) used the
same method to collect attack relations in CMV.

Here is the specific steps we took to capture sentences in posts that are addressed by comments
but not directly quoted: To see its feasibility, we randomly sampled 100 post-comment pairs that
do not contain direct quotes and then asked an undergraduate native speaker of English (who has
no knowledge about this work) to mark attacked sentences in each post, if any. This revealed two
challenges. First, human annotation is subjective when compared to a co-author’s result and very
time-consuming (2.5 min/comment). Second, we tried several methods to automatically identify
attacked sentences. We compared the similarity between each post sentence with the comment
(first sentence of the comment, first sentence of each paragraph, or all comment text) based on
word overlap with/without synonym expansion and the GloVe embeddings. But it turned out to
be difficult to get similar results to human annotations. Therefore, we decided to use only those
sentences that are direct quoted or have at least 4 common words with a comment’s sentence as
the most reliable labels.

Successfully vs. Unsuccessfully Attacked: After each sentence in a post is labeled as attacked
or not, each attacked sentence is further labeled as successfully attacked if any of the comments
that attack it, or their lower-level comments win a ∆.

We post-process the resulting labels to increase their validity. First, as a challenger and the
OP have discussion down the comment thread, the challenger might attack different sentences
than the originally attacked ones and change the OP’s view. In this case, it is ambiguous which
sentences contribute to the view change. Hence, we extract quotes from all lower-level comments
of ∆-winning challengers, and if any of the quotes attack new sentences, this challenger’s attacks
are excluded from the labeling of successfully attacked. This case is not common, however (0.2%).

Second, if a comment attacks many sentences in the post and change the OP’s view, some of
them may not contribute to the view change but are still labeled as successfully attacked. To
reduce this noise, comments that have more than three quotes are excluded from the labeling of
successfully attacked6. This amounts to 12% of top-level comments (63% of comments have only
one quote, 17% two quotes, and 8% three quotes).

6This allows our subsequent analyses to capture stronger signals for successful attacks than without this process.
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Dataset Train Val Test

Attacked
#posts 25,839 8,763 8,558

#sentences 420,545 133,090 134,375
#attacked 119,254 40,163 40,354

Successful
#posts 3,785 1,235 1,064

#sentences 66,628 20,240 17,129
#successful 8,746 2,718 2,288

Table 7.4: Data statistics. “Attacked” contains posts with at least one attacked sentence. “Success-
ful” contains posts with at least one successfully attacked sentence.

Rationale %

S is true but does not support the main claim 19%
S misses a case suggesting the opposite judgment 18%
S has exceptions 17%
S is false 12%
S misses nuanced distinctions of a concept 8%
S is unlikely to happen 6%
S has no evidence 6%
S uses an invalid assumption or hypothetical 4%
S contradicts statements in the argument 4%
Other 4%

(a) Rationales for attacking a sentence (S).

Factor %

Personal opinion 28%
Invalid hypothetical 26%
Invalid generalization 13%
No evidence 11%
Absolute statement 7%
Concession 5%
Restrictive qualifier 5%
Other 5%

(b) Motivating factors for attacks.

Table 7.5: Rationales and motivating factors for attacks.

Lastly, we verified if quoted sentences are actually attacked. We randomly selected 500
comments and checked if each quoted sentence is purely agreed with without any opposition,
challenge, or question. This case was rare (0.4%)7, so we do not further process this case. Table
7.4 shows some statistics of the final data.

7.4.2 Quantifying Sentence Characteristics
As the first step toward analyzing the characteristics of attackable sentences, we examine driving
reasons for attacks and quantify relevant sentence characteristics.

Rationales and Motivation for Attacks

To analyze rationales for attacks, two authors examined quotes and rebuttals in the training data
(one successful and one unsuccessful comment for each post). From 156 attacks, we identified 10
main rationales (Table 7.5a), which are finer-grained than the refutation reasons in prior work (Wei

7Further, this case happened in only one out of the 500 comments (0.2%), where the author agreed with 4 quoted
sentences. In CMV, challengers do use concessions but hardly quote the OP’s sentences just to agree.
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et al., 2016). The most common rationale is that the sentence is factually correct but is irrelevant to
the main claim (19%). Counterexample-related rationales are also common: the sentence misses
an example suggesting the opposite judgment to the sentence’s own (18%) and the sentence has
exceptions (17%).

This analysis is based on polished rebuttals, which mostly emphasize logical aspects, and cannot
fully capture other factors that motivate attacks. Hence, we conducted a complementary analysis,
where an undergraduate student chose three sentences to attack for each of 50 posts and specified
the reasons in their own terms (Table 7.5b). The most common factor is that the sentence is
only a personal opinion (28%). Invalid hypotheticals are also a common factor (26%). The tone
of a sentence motivates attacks as well, such as generalization (13%), absoluteness (7%), and
concession (5%).

Feature Extraction

Based on these analyses, we cluster various sentence characteristics into four categories—content,
external knowledge, proposition types, and tone.8

Content: Content and logic play the most important role in CMV discussions. We extract the
content of each sentence at two levels: TFIDF-weighted n-grams (n = 1,2,3) and sentence-level
topics. Each sentence is assigned one topic using Sentence LDA (Jo and Oh, 2011). We train
a model on posts in the training set and apply it to all posts, exploring the number of topics
∈ {10,50,100}.9

External Knowledge: External knowledge sources may provide information as to how truthful
or convincing a sentence is (e.g., Table 7.5a-R2, R3, R4, R7 and Table 7.5b-F4). As our
knowledge source, we use kialo.com—a collaborative argument platform over more than 1.4K
issues (§6.6). Each issue has a main statement, and users can respond to any existing statement
with pro/con statements (1-2 sentences), building an argumentation tree. Kialo has advantages
over structured knowledge bases and Wikipedia in that it includes many debatable statements;
many attacked sentences are subjective judgments (§7.4.2), so fact-based knowledge sources may
have limited utility. In addition, each statement in Kialo has pro/con counts, which may reflect
the convincingness of the statement. We scraped 1,417 argumentation trees and 130K statements
(written until Oct 2019).

For each sentence in CMV, we retrieve similar statements in Kialo that have at least 5 common
words10 and compute the following three features. Frequency is the number of retrieved state-
ments; sentences that are not suitable for argumentation are unlikely to appear in Kialo. This
feature is computed as log2(N +1), where N is the number of retrieved statements. Attractive-
ness is the average number of responses for the matched statements, reflecting how debatable

8Some rationales in Table 7.5a (e.g., R1 and R9) are difficult to operationalize reliably using the current NLP
technology and thus are not included in our features.

9We also tried features based on semantic frames using SLING (Ringgaard et al., 2017), but they were not helpful.
10Similarity measures based on word embeddings and knowledge representation did not help. All these methods

are described in Section 7.4.5 for interested readers.
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the sentence is. It is computed as log2(M + 1), where M = 1
N ∑

N
i=1 Ri and Ri is the number of

responses for the ith retrieved statement. Lastly, extremeness is 1
N ∑

N
i=1 |Pi−Ni|, where Pi and Ni

are the proportions (between 0 and 1) of pro responses and con responses for the ith retrieved
statement. A sentence that most people would see flawed would have a high extremeness value.

Proposition Types: Sentences convey different types of propositions, such as predictions and
hypotheticals. No proposition types are fallacious by nature, but some of them may make it harder
to generate a sound argument. They also communicate different moods, causing the hearer to react
differently. We extract 13 binary features for proposition types. They are all based on lexicons
and regular expressions, which are available in Appendix 7.6).

Questions express the intent of information seeking. Depending on the form, we define three
features: confusion (e.g., “I don’t understand”), why/how (e.g., “why ...?”), and other.

Normative sentences suggest that an action be carried out. Due to their imperative mood, they
can sound face-threatening and thus attract attacks.

Prediction sentences predict a future event. They can be attacked with reasons why the predic-
tion is unlikely (Table 7.5a-R6), as in critical questions for argument from cause to effect (Walton
et al., 2008).

Hypothetical sentences may make implausible assumptions (Table 7.5a-R8 and Table 7.5b-F2)
or restrict the applicability of the argument too much (Table 7.5b-F7).

Citation often strengthens a claim using authority, but the credibility of the source could be
attacked (Walton et al., 2008).

Comparison may reflect personal preferences that are vulnerable to attacks (Table 7.5b-F1).

Examples in a sentence may be attacked for their invalidity (Walton et al., 2008) or counterex-
amples (Table 7.5a-R3).

Definitions form a ground for arguments, and challengers could undermine an argument by
attacking this basis (e.g., Table 7.5a-R5).

Personal stories are the arguer’s experiences, whose validity is difficult to refute. A sentence
with a personal story has subject “I” and a non-epistemic verb; or it has “my” modifying non-
epistemic nouns.

Inclusive sentences that mention “you” and “we” engage the hearer into the discourse (Hyland,
2005), making the argument more vulnerable to attacks.

Tone: Challengers are influenced by the tone of an argument, e.g., subjectiveness, absoluteness,
or confidence (Table 7.5b). We extract 8 features for the tone of sentences. The lexicons and
regular expressions used for feature extraction are listed in Table 7.7

Subjectivity comprises judgments, which are often attacked due to counterexamples (Table
7.5a-R2) or their arbitrariness (Table 7.5b-F1, Walton et al. (2008)). The subjectivity of a sentence
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Feature Pattern

Question - Confusion r"(^| )i (\S + ){,2}(not|n’t|never) (understand|know)",
r"(not|n’t) make sense", r"(^| )i (\S + ){,2}(curious|confused)",
r"(^| )i (\S + ){,2}wonder", r"(me|myself) wonder"

Question - Why/How r"(^| )(why|how).*\?"
Question - Other ?
Normative should, must, “(have|has) to”, “have got to”, “’ve got to”, gotta, need, needs
Prediction r"(am$|$’m$|$are$|$’re$|$is$|$’s) (not )?(going to$|$gonna)",

will, won’t, would, shall
Hypothetical r"(^|, )if|unless"
Citation r" {PATTERN} that [^.,!?]" (PATTERN: said, reported, mentioned, de-

clared, claimed, admitted, explained, insisted, promised, suggested, recom-
mended, denied, blamed, apologized, agreed, answered, argued, complained,
confirmed, proposed, replied, stated, told, warned, revealed), according to,
r"https?:"

Comparison than, compared to
Examples r"(^| )(for example|for instance|such as|e\.g\.)( |$)"
Personal Story Epistemic verbs: think, believe, see, know, feel, say, understand, mean,

sure, agree, argue, consider, guess, realize, hope, support, aware, disagree,
post, mention, admit, accept, assume, convince, wish, appreciate, speak, sup-
pose, doubt, explain, wonder, discuss, view, suggest, recognize, respond,
acknowledge, clarify, state, sorry, advocate, propose, define, apologize, curi-
ous, figure, claim, concede, debate, list, oppose, describe, suspect, reply, bet,
realise, defend, convinced, offend, concern, intend, certain, conclude, reject,
challenge, thank, condone, value, skeptical, contend, anticipate, maintain, jus-
tify, recommend, confident, promise, guarantee, comment, unsure, elaborate,
posit, swear, dispute, imply, misunderstand. Epistemic nouns: view, opinion,
mind, point, argument, belief, post, head, position, reasoning, understanding,
thought, reason, question, knowledge, perspective, idea, way, stance, vote,
best, cmv, response, definition, viewpoint, example, claim, logic, conclusion,
thinking, comment, statement, theory, bias, assumption, answer, perception,
intention, contention, word, proposal, thesis, interpretation, reply, guess, ev-
idence, explanation, hypothesis, assertion, objection, criticism, worldview,
impression, apology, philosophy

Use of “You” you, your, yours
Use of “We” r"(^| )we |(?<!the) (us|our|ours)( |$)"

Table 7.6: Lexicons and regular expressions used for extracting proposition type features.
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Feature Pattern

Subjectivity Wilson et al. (2005)
Concreteness Brysbaert et al. (2014)
Hedges Downtoners (score=1): allegedly, apparently, appear to, conceivably, could

be, doubtful, fairly, hopefully, i assume, i believe, i do not believe, i doubt,
i feel, i do not feel, i guess, i speculate, i think, i do not think, if anything,
imo, imply, in my mind, in my opinion, in my understanding, in my view,
it be possible, it look like, it do not look like, kind of, mainly, may, maybe,
might, my impression be, my thinking be, my understanding be, perhaps,
possibly, potentially, presumably, probably, quite, rather, relatively, seem,
somehow, somewhat, sort of, supposedly, to my knowledge, virtually, would.
Boosters (score=-1): be definite, definitely, directly, enormously, entirely,
evidently, exactly, explicitly, extremely, fundamentally, greatly, highly, in fact,
incredibly, indeed, inevitably, intrinsically, invariably, literally, necessarily,
no way, be obvious, obviously, perfectly, precisely, really, be self-evident, be
sure, surely, totally, truly, be unambiguous, unambiguously, be undeniable,
undeniably, undoubtedly, be unquestionable, unquestionably, very, wholly
(Hyland, 2005 ; URL1 ; URL2 )

Qualification Qualifiers (score=1): a bit, a few, a large amount of, a little, a lot of, a number
of, almost, approximately, except, generally, if, in general, largely, likely, lots
of, majority of, many, more or less, most, mostly, much, nearly, normally,
occasionally, often, overall, partly, plenty of, rarely, roughly, several, some,
sometimes, tend, ton of, tons of, typically, unless, unlikely, usually. Gener-
ality words (score=-1): all, always, every, everybody, everyone, everything,
never, no, no one, nobody, none, neither, not any, ever, forever (Hyland, 2005 ;
URL2 ; URL3 )

Arousal Warriner et al. (2013)
Dominance Warriner et al. (2013)

Table 7.7: Lexicons and regular expressions used for extracting tone features.
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is the average subjectivity score of words based on the Subjectivity Lexicon (Wilson et al., 2005)
(non-neutral words of “weaksubj” = 0.5 and “strongsubj” = 1).

Concreteness is the inverse of abstract diction, whose meaning depends on subjective percep-
tions and experiences. The concreteness of a sentence is the sum of the standardized word scores
based on Brysbaert et al. (2014)’s concreteness lexicon.

Qualification expresses the level of generality of a claim, where absolute statements can
motivate attacks (Table 7.5b-R3). The qualification score of a sentence is the average word score
based on our lexicon of qualifiers and generality words.

Hedging can sound unconvincing (Durik et al., 2008) and motivate attacks. A sentence’s
hedging score is the sum of word scores based on our lexicon of downtoners and boosters.

Sentiment represents the valence of a sentence. Polar judgments may attract more attacks
than neutral statements. We calculate the sentiment of each sentence with BERT (Devlin et al.,
2018) trained on the data of SemEval 2017 Task 4 (Rosenthal et al., 2017). Sentiment score is
a continuous value ranging between -1 (negative) and +1 (positive), and sentiment categories
are nominal (positive, neutral, and negative)11. In addition, we compute the scores of arousal
(intensity) and dominance (control) as the sum of the standardized word scores based on Warriner
et al. (2013)’s lexicon.

7.4.3 Attackability Characteristics
One of our goals in this paper is to analyze what characteristics of sentences influence a sentence’s
attackability.

Hence, in this section, we measure the effect size and statistical significance of each feature
toward two labels: (i) whether a sentence is attacked or not, using the dev set of the “Attacked”
dataset (N=553,635), (ii) whether a sentence is attacked successfully or unsuccessfully, using all
attacked sentences (N=159,417).12 Since the effects of characteristics may depend on the issue
being discussed, the effect of each feature is estimated conditioned on the domain of each post
using a logistic regression, and the statistical significance of the effect is assessed using the Wald
test (Agresti and Kateri, 2011).

For each feature, we use the following logistic regression model:

log
P(Y = 1)

1−P(Y = 1)
=β0 +βX X+α1D1 + · · ·+α|D|D|D|,

where X is a continuous or binary explanatory variable that takes the value of a characteristic that
we are interested in. Dd (d = 1, · · · , |D|) is a binary variable that takes 1 if the sentence belongs to
the d-th domain. Y is a binary response variable that takes 1 if the sentence is attacked or if the
sentence is attacked successfully. βX is the regression coefficient of the characteristic X, which is
the main value of our interest for examining the association between the characteristic and the

11We achieved an average recall of 0.705, which is higher than the winner team’s performance of 0.681.
12Simply measuring the predictive power of features in a prediction setting provides an incomplete picture of the

roles of the characteristics. Some features may not have drastic contribution to prediction due to their infrequency,
although they may have significant effects on attackability.
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response; exp(βX) is the odds ratio (OR) that is interpreted as the change of odds (i.e., the ratio
of the probability that a sentence is (successfully) attacked to the probability that a sentence is
not (successfully) attacked) when the value of the characteristic increases by one unit. If βX is
significant, we can infer that X has an effect on Y. If βX is positive (and significant), we can infer
that the characteristic and the response have positive association, and vice versa.

For interpretation purposes, we use odds ratio (OR)—the exponent of the effect size. Odds are
the ratio of the probability of a sentence being (successfully) attacked to the probability of being
not (successfully) attacked; OR is the ratio of odds when the value of the characteristic increases
by one unit.

Content

Attacked sentences tend to mention big issues like gender, race, and health as revealed in topics 47,
8, and 6 (Table 7.8) and n-grams “life”, “weapons”, “women”, “society”, and “men” (Table 7.9).
These issues are also positively correlated with successful attacks. On the other hand, mentioning
relatively personal issues (“tv”, “friends”, topic 38) seems negatively correlated with successful
attacks. So do forum-specific messages (“cmv”, “thank”, topic 4).

Attacking seemingly evidenced sentences appears to be effective for persuasion when properly
done. Successfully attacked sentences are likely to mention specific data (“data”, “%”) and be the
OP’s specific reasons under bullet points (“2.” and “3.”).

n-grams capture various characteristics that are vulnerable to attacks, such as uncertainty and
absoluteness (“i believe”, “never”), hypotheticals (“if i”), questions (“?”, “why”), and norms
(“should”).

External Knowledge

The Kialo-based knowledge features provide significant information about whether a sentence
would be attacked successfully (Table 7.8). As the frequency of matched statements in Kialo
increases twice, the odds for successful attack increase by 7%. As an example, the following
attacked sentence has 18 matched statements in Kialo.

“I feel like it is a parents right and responsibility to make important decisions
for their child.”

The attractiveness feature has a stronger effect; as matched statements have twice more re-
sponses, the odds for successful attack increase by 18%, probably due to higher debatability. A
sentence being completely extreme (i.e., the matched sentences have only pro or con responses)
increases the odds for successful attack by 19%.

As expected, the argumentative nature of Kialo allows its statements to match many subjective
sentences in CMV and serves as an effective information source for a sentence’s attackability.
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Feature Attacked Successful

C
on

te
nt

Topic47: Gender† 1.37 (***) 1.34 (***)
Topic8: Race† 1.19 (***) 1.21 ( ** )
Topic6: Food† 1.00 ( ) 1.39 (***)
Topic38: Movie & Show† 1.03 ( ) 0.78 (***)
Topic4: CMV-Specific† 0.16 (***) 0.36 ( ** )

K
no

w
le

dg
e Kialo Frequency (log2) 1.18 (***) 1.07 (***)

Kialo Attractiveness (log2) 1.30 (***) 1.18 (***)
Kialo Extremeness 1.51 (***) 1.19 (***)

Pr
op

os
iti

on
Ty

pe
s

Question - Confusion† 0.97 ( ) 1.29 ( * )
Question - Why/How† 1.77 (***) 1.27 (***)
Question - Other† 1.16 (***) 1.11 ( * )
Citation† 0.53 (***) 1.17 ( * )
Definition† 1.04 ( ) 1.32 ( ** )
Normative† 1.26 (***) 1.10 ( ** )
Prediction† 1.22 (***) 1.02 ( )
Hypothetical† 1.29 (***) 1.07 ( )
Comparison† 1.25 (***) 1.02 ( )
Example† 1.20 (***) 1.17 ( * )
Personal Story† 0.70 (***) 1.09 ( ** )
Use of You† 1.18 (***) 1.04 ( )
Use of We† 1.24 (***) 0.98 ( )

To
ne

Subjectivity‡ 1.03 (***) 0.97 (***)
Concreteness‡ 0.87 (***) 0.92 (***)
Hedges‡ 1.04 (***) 1.06 (***)
Quantification‡ 0.97 (***) 1.02 ( )
Sentiment Score‡ 0.87 (***) 1.00 ( )
Sentiment: Positive† 0.76 (***) 0.99 ( )
Sentiment: Neutral† 0.82 (***) 1.00 ( )
Sentiment: Negative† 1.34 (***) 1.00 ( )
Arousal‡ 1.02 (***) 0.95 (***)
Dominance‡ 1.07 (***) 1.08 (***)

Table 7.8: Odds ratio (OR) and statistical significance of features. An effect is positive (blue) if
OR > 1 and negative (red) if OR < 1. (†: binary, ‡: standardized / *: p < 0.05, **: p < 0.01, ***:
p < 0.001)
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Attacked (vs. Unattacked) Attacked Successfully (vs. Unsuccessfully)

High is are no - ? life women why should to society
men a nothing 1_) would money they if_i n’t
people if * someone 2_. human believe never
3_. 2_) your and i_believe 5_. americans , tax
4 being :_- :_* feel because than *_the could

do republicans be government sex ) 3_)
why_should nobody "_i the_government
religion their seems ca ca_n’t less 4_. war

world pay an )_the 6_. without ,_why science
reason animals 4_) humans racism of military
selfish racist 3 when social makes have gun
you climate get speech kids can white ,_is

should_i *_** proven how_can

without - ) data the public * ever someone
are_a war way as_it % weapons ,_if how_can
which ,_they were , since gender_is waste ?

way_of land we_do travel effectively you_like
1_: problem_. transportation really important

job the_us with up 3_) where c set dog
countries rational use pretty_much that_can
n’t_the result_of is the_news song market

rates for_people single have_. need happen
guess porn years problem issues made so
what_is 7 less organizations a_significant

changes destruction cultural for_the so_you
that_some actions second driving why_does
weaker that_i problem_with an_individual
coffee process investment pc boring does
how_is high most_people ..._. and_if and

Low edit cmv i /_? / thanks ( edit_: [ ! post ] ]_(
this thank thank_you comments please | view

&gt; discussion here topic sorry changed
my_view some cmv_. posts ._" my delta

comment i_will points responses :_1_. of_you
/_) title article i_’ll = ’ll thanks_for now ’m got
&amp; i_’m was **_edit above recently reddit
view_. lot i_was below change_my hi ’s a_few
edit_2 on_this again “ my_view_. )_. this_post

discuss arguments you_all deltas few /_)_|
i_’ve there_are 1_. i_have currently edit_2_:
comments_. let_me let a_lot hello i_still )_|
here_. course background context you_guys
appreciate perspective respond thread posted

i_was suffering free edit linux tv moral kill
’s_no everyone ,_for remember so_much go

bitcoin their_own above there_’s_no
developed alive why_should i some n’t_.

simple take_the that_this this_, of_" wealth /
people_, video do_this ,_" hypocritical
approach while_the mean to_me_. too_.

poetry asking game whole articles you_do_n’t
meat possible poverty vegan a_great results
more_to die would_be here_’s day words ’

trump president security smoking cmv
what_they i_have difficult you_do working
due_to_the n’t_feel dont warming rhetoric

couple with_that the_human chose he
basic_income skill for_everyone honest spend

for_my basis ads to_see **_1 cop attracted
saying lack_of machines along ad is_not

nobody exclude

Table 7.9: n-grams (n = 1,2,3) with the highest/lowest weights. Different n-grams are split by a
space, and words within an n-gram are split by “_”.
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Proposition Types

Questions, especially why/how, are effective targets for successful attack (Table 7.8). Although
challengers do not pay special attention to expressions of confusion (see column “Attacked”), they
are positively correlated with successful attack (OR=1.29).

Citations are often used to back up an argument and have a low chance of being attacked,
reducing the odds by half. However, properly attacking citations significantly increases the odds
for successful attack by 17%. Similarly, personal stories have a low chance of being attacked
and definitions do not attract challengers’ attacks, but attacking them is found to be effective for
successful persuasion.

All other features for proposition types have significantly positive effects on being attacked
(OR=1.18–1.29), but only normative and example sentences are correlated with successful attack.

Tone

Successfully attacked sentences tend to have lower subjectivity and arousal (Table 7.8), in line
with the previous observation that they are more data- and reference-based than unsuccessfully
attacked sentences. In contrast, sentences about concrete concepts are found to be less attackable.

Uncertainty (high hedging) and absoluteness (low qualification) both increase the chance of
attacks, which aligns with the motivating factors for attacks (Table 7.5b), while only hedges are
positively correlated with successful attacks, implying the importance of addressing the arguer’s
uncertainty.

Negative sentences with high arousal and dominance have a high chance of being attacked, but
most of these characteristics have either no or negative effects on successful attacks.

Discussion

We have found some evidence that, somewhat counter-intuitively, seemingly evidenced sentences
are more effective to attack. Such sentences use specific data (“data”, “%”), citations, and
definitions. Although attacking these sentences may require even stronger evidence and deeper
knowledge, arguers seem to change their viewpoints when a fact they believe with evidence is
undermined. In addition, it seems very important and effective to identify and address what the
arguer is confused (confusion) or uncertain (hedges) about.

Our analysis also reveals some discrepancies between the characteristics of sentences that
challengers commonly think are attackable and those that are indeed attackable. Challengers are
often attracted to subjective and negative sentences with high arousal, but successfully attacked
sentences have rather lower subjectivity and arousal, and have no difference in negativity compared
to unsuccessfully attacked sentences. Furthermore, challengers pay less attention to personal
stories, while successful attacks address personal stories more often.
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7.4.4 Attackability Prediction
Now we examine how well computational models can detect attackable sentences in arguments.

Problem Formulation

This task is cast as ranking sentences in each post by their attackability scores predicted by a
regression model. We consider two types of attackability: (i) whether a sentence will be attacked
or not, (ii) whether a sentence will be successfully attacked or not (attacked unsuccessfully +
unattacked). For both settings, we consider posts that have at least one sentence with the positive
label (Table 7.4).

We use four evaluation metrics. P@1 is the precision of the first ranked sentence, measuring
the model’s accuracy when choosing one sentence to attack for each post. Less strictly, A@3
gives a score of 1 if any of the top 3 sentences is a positive instance and 0 otherwise. MAP is
mean average precision, which measures the overall quality of ranking. AUC measures individual
sentence-level accuracy—how likely positive sentences are assigned higher probabilities.

Comparison Models

For machine learning models, we explore two logistic regression models to compute the probability
of the positive label for each sentence, which becomes the sentence’s attackability score. LR is
a basic logistic regression with our features13 and binary variables for domains. We explored
feature selection using L1-norm and regularization using L2-norm.14 BERT is logistic regression
where our features are replaced with the BERT embedding of the input sentence (Devlin et al.,
2018). Contextualized BERT embeddings have achieved state-of-the-art performance in many
NLP tasks. We use the pretrained, uncased base model from Hugging Face (Wolf et al., 2020) and
fine-tune it during training.

We explore two baseline models. Random is to rank sentences randomly. Length is to rank
sentences from longest to shortest, with the intuition that longer sentences may contain more
information and thus more content to attack as well.

Lastly, we estimate laypeople’s performance on this task. Three undergraduate students each
read 100 posts and rank three sentences to attack for each post. Posts that have at least one positive
instance are randomly selected from the test set.15

Results

All computational models were run 10 times, and their average accuracy is reported in Table 7.10.
Both the LR and BERT models significantly outperform the baselines, while the BERT model
performs best. For predicting attacked sentences, the BERT model’s top 1 decisions match the

13We tried the number of topics ∈ {10, 50, 100}, and 50 has the best AUC on the val set for both prediction
settings.

14We also tried a multilayer perceptron to model feature interactions, but it consistently performed worse than LR.
15We were interested in the performance of young adults who are academically active and have a moderate level of

life experience. Their performance may not represent the general population, though.
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Attacked Successfully Attacked

P@1 Any@3 MAP AUC P@1 Any@3 MAP AUC

Random 35.9 66.0 48.0 50.1 18.9 45.0 34.0 50.1
Length 42.9 73.7 53.7 54.5 22.3 52.1 38.8 55.7

Logistic Regression 47.1 76.2 56.5 61.7 24.2 54.5 41.0 59.3
(×) Content 45.2 74.4 54.7 58.1 24.0 52.6 39.9 57.0
(×) Knowledge 47.0 76.0 56.4 61.7 24.1 54.3 40.5 59.0
(×) Prop Types 46.7 75.9 56.2 61.5 24.4 53.6 40.7 59.0
(×) Tone 47.0 76.0 56.4 61.9 25.2 56.2 41.4 59.4
BERT 49.6 77.8 57.9 64.4 28.3 57.2 43.1 62.0

Human 51.7 80.1 – – 27.8 54.2 – –

Table 7.10: Prediction accuracy.

gold standard 50% of the time; its decisions match 78% of the time when three sentences are
chosen. Predicting successfully attacked sentences is harder, but the performance gap between
our models and the baselines gets larger. The BERT model’s top 1 decisions match the gold
standard 28% of the time—a 27% and 10% boost from random and length-based performance,
respectively.

To examine the contribution of each feature category, we did ablation tests based on the
best performing LR model (Table 7.10 rows 4–7). The two prediction settings show similar
tendencies. Regarding P@1 for successful attack, content has the highest contribution, followed
by knowledge, proposition types, and tone. This result reaffirms the importance of content for a
sentence’s attackability. But the other features still have significant contribution, yielding higher
P@1 and AUC (Table 7.10 row 4) than the baselines.

BERT can capture complex interactions among input features (i.e., input words) by taking
advantage of a large number of parameters, complex attention mechanisms, and pretrained repre-
sentations. As a result, BERT seems to capture various statistics related to sentence attackability
better than the smaller set of hand-crafted features in LR does. One way to test this is to use
adversarial training with reverse gradients (Ganin et al., 2016). That is, BERT is trained to predict
attackability, as well as the values of our hand-crafted features (e.g., sentiment score or whether
the sentence is a question or not). During training, we use reverse gradients for the prediction
of hand-crafted features, where the goal is to make the model unable to predict the values of
hand-crafted features and thus able to predict attackability from an input representation that lacks
information about the hand-crafted features. If the model’s performance of attackability prediction
is still better than random, that means the model captures and uses additional information of input
sentences other than the hand-crafted features.

It is worth noting that our features, despite the lower accuracy than the BERT model, are clearly
informative of attackability prediction as Table 7.10 row 3 shows. Moreover, since they directly
operationalize the sentence characteristics we compiled, it is pretty transparent that they capture
relevant information that contributes to sentence attackability and help us better understand what
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characteristics have positive and negative signals for sentence attackability. We speculate that
transformer models like BERT are capable of encoding these characteristics more sophisticatedly
and may include some additional information, e.g., lexical patterns, leading to higher accuracy.
But at the same time, it is less clear exactly what they capture and whether they capture relevant
information or irrelevant statistics, as is often the case in computational argumentation (Niven and
Kao, 2019).

Figure 7.8 illustrates how LR allows us to interpret the contribution of different features to
attackability, by visualizing a post with important features highlighted. For instance, external
knowledge plays a crucial role in this post; all successfully attacked sentences match substantially
more Kialo statements than other sentences. The attackability scores of these sentences are also
increased by the use of hypotheticals and certain n-grams like “could”. These features align
well with the actual attacks by successful challengers. For instance, they pointed out that the
expulsion of Russian diplomats (sentence 2) is not an aggressive reaction because the diplomats
can be simply replaced with new ones. Kialo has a discussion on the relationship between the
U.S. and Russia, and one statement puts forward exactly the same point that the expulsion was
a forceful-looking but indeed a nice gesture. Similarly, a successful challenger pointed out the
consistent attitude of the U.S. toward regime change in North Korea (sentence 3), and the North
Korean regime is a controversial topic in Kialo. Lastly, one successful challenger attacked the
hypothetical outcomes in sentences 4 and 5, pointing out that those outcomes are not plausible,
and the LR model also captures the use of hypothetical and the word “could” as highly indicative
of attackability.

For the erroneous example in Figure 7.9a, the successfully attacked sentence does not have
many characteristics that are associated with attackability; rather, it has some characteristics that
are negatively associated with attackability, such as neutrality and mentioning the hearer. The
model misses most of its content and gives it a low attackability score. In contrast, other sentences
have characteristics that are indicative of attackability, such as comparison and Kialo matches, or
do not have characteristics negatively correlated with attackability.

For the erroneous example in Figure 7.9b, the successfully attacked sentence does not match
many statements in Kialo, whereas sentences 3-5 match many statements in Kialo. As can be seen
in this case, sentences that have few matched sentences in Kialo can be severely penalized in a
ranking setting if other sentences have many matched statements.

Laypeople perform significantly better than the BERT model for predicting attacked sentences,
but only comparably well for successfully attacked sentences (Table 7.10 row 9). Persuasive
argumentation in CMV requires substantial domain knowledge, but laypeople do not have such
expertise for many domains. The BERT model, however, seems to take advantage of the large
data and encodes useful linguistic patterns that are predictive of attackability. A similar tendency
has been observed in predicting persuasive refutation (Guo et al., 2020), where a machine-learned
model outperformed laypeople. Nevertheless, in our task, the humans and the BERT model
seem to make similar decisions; the association between their choices of sentences is high, with
odds ratios ranging between 3.43 (top 1) and 3.33 (top 3). Interestingly, the LR model has a
low association with the human decisions for top 1 (OR=2.65), but the association exceeds the
BERT model for top 3 (OR=3.69). It would be interesting to further examine the similarities and
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4

Success 1 (t3_886dg7)
I'm typing this post mostly from anxiety considering 
recent events, but hopefully this post will spark optimistic 
discussion that I don't see often in the news or online or 
such.  With the appointment of John Bolton as the National 
Security Adviser and John Pompeo as the Secretary of 
State, two men known for hawkish and pro-war behavior in 
their previous statements and actions, the US has 
appeared to take a more aggressive stance in foreign policy, 
seen with the expulsion of sixty Russian diplomats following 
minor controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a regime 
change or attacking North Korea, further stirring things up 
for a potential falling out.  If talks between the two nations 
break down, the US does not have much more of a 
reason to withhold from attacking North Korea, which is a 
plan that seems to be favorable among higher officials.  
Considering that this is also sort of a proxy scuffle 
between us and China/Russia, attacking or otherwise 
provoking North Korea or Russia could lead to situations 
ranging from a worldwide economic downturn to nuclear 
holocaust.  Is conflict the current trajectory of 
international relations?  How would we otherwise not 
engage in some sort of scuffle?

Prediction (0.12) 
Personal (-0.20) 
Topic37 (-0.21)

KialoFreq (0.98)
Topic5 (0.39)
KialoAttr (0.05)
KialoExtr (-0.07)
KialoFreq (0.75)
Topic5 (0.39)
Example (0.11)
KialoAttr (0.07)
KialoExtr (-0.07)

Topic5 (0.39)
KialoFreq (0.22)
KialoAttr (0.13)
Hypothetical (-0.06)
KialoExtr (-0.11)
KialoFreq (0.45)
Topic5 (0.39)
KialoAttr (0.26)
KialoExtr (-0.05)
Use of "We" (-0.18)
Topic5 (0.39)
QuestOther (0.39)

Why/How (0.91)
Use of "We" (-0.18)
Topic37 (-0.21)

I 'm typing this post mostly from anxiety 
considering recent events, but hopefully this post 
will spark optimistic discussion that I don't see often 
in the news or online or such.  With the appointment of 
John Bolton as the National Security Adviser and 
John Pompeo as the Secretary of State, two men known 
for hawkish and pro-war behavior in their previous 
statements and actions, the US has appeared to take 
a more aggressive stance in foreign policy, seen with the 
expulsion of sixty Russian diplomats following minor 
controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a 
regime change or attacking North Korea, further stirring 
things up for a potential falling out.  If talks between 
the two nations break down, the US does not have 
much more of a reason to withhold from attacking 
North Korea, which is a plan that seems to be 
favorable among higher officials.  Considering that 
this is also sort of a proxy scuffle between us and China/
Russia, attacking or otherwise provoking North Korea or 
Russia could lead to situations ranging from a 
worldwide economic downturn to nuclear holocaust.     
Is conflict the current trajectory of international 
relations?  How would we otherwise not engage 
in some sort of scuffle?                                                                                               

Prediction (0.12) 
Personal (-0.20) 
Topic37 (-0.21)

KialoFreq (0.98)
Topic5 (0.39)
KialoAttr (0.05)
KialoExtr (-0.07)

KialoFreq (0.75)
Topic5 (0.39)
Example (0.11)
KialoAttr (0.07)
KialoExtr (-0.07)

Topic5 (0.39)
KialoFreq (0.22)
KialoAttr (0.13)
Hypothetical (-0.06)
KialoExtr (-0.11)

KialoFreq (0.45)
Topic5 (0.39)
KialoAttr (0.26)
KialoExtr (-0.05)
Use of "We" (-0.18)

Topic5 (0.39)
QuestOther (0.39)

Why/How (0.91)
Use of "We" (-0.18)
Topic37 (-0.21)

The last Presidential election (2016) and most succeeding 
elections have proven that elections are more about party 
affiliations than actual views or the character of the individual 
being elected.  In one of the most extreme examples, Roy Moore 
was backed by the Republican Party even though he was 
accused of sexual misconduct and sexual assault of minors 
simply because he was a Republican.  This also allows 
voters to be lazy, as many will simply vote for their party 
without researching the values and character of the person 
they are voting for.   Our Congress is slow an inefficient 
because Democrats and Republicans are more 
focused on opposing one another than they are on 
developing actual solutions to issues like gun control and 
abortion.   It is the job of elected officials to represent ALL of 
the people of their district/state/country, not just the people 
that voted for them or agree with them, and following the ideals 
of a political party does not allow for this.  Political parties 
force us to think in terms of black and white, and this is 
both inefficient and inappropriate for issues that affect the 
entire country.  Also, many young voters do not think this 
way--many Americans are becoming disenfranchised with the 
entire political system.   This is an outdated system, and either 
needs to adapt or change completely to better fit the needs 
of the people.

Comparison (0.20)

Topic35 (-0.07)

KialoFreq (0.72) 
KialoFreq (0.14) 
Prediction (0.12) 
KialoExtr (-0.08)

Comparison (0.20) 
Topic39 (-0.12)

KialoFreq (0.86) 
KialoAttr (0.20) 

Use of "We" (-0.19) 

KialoFreq (0.23) 
KialoAttr (0.14) 
KialoExtr (-0.12)

KialoFreq (0.23) 
KialoAttr (0.22) 
Normative (0.18) 
Topic33 (0.08) 
KialoExtr (-0.12)

I believe that socialism is an obvious and humanitarian 
next step for the U.S.   It should be the responsibility of 
vastly successful people to provide a tiny fraction of their 
income to provide services for people who were not given 
the same opportunities.  Everyone has the right to safety, 
universal health care, social security, education 
(affordable collage), a livable minimum wage ($15 per 
hour), and not to get screwed over by businesses more 
interested in capital then people.  Businesses don't give 
their fair share back to the community they leach off of  
(wages or taxes), and it should be the responsibility of the 
government to make sure they do.  When many people 
speak about socialism they quote nations like the U.S.S.R.  
(Soviet Union).   I believe that the problems with these 
nations are a weak constitution that stems from a violent 
revolution instead of a political one.  Socialism is an 
economic policy and can be used in cooperation with the 
current governing body.   I believe that many European 
country's sudo-socialist ideas (like universal healthcare) 
are a perfect example of how socialism can be beneficial to 
people.  B.T.W. this is my first post, I can't wait to have 
reasonable debates with you all!

Topic5 (0.39) 

Normative (0.18) 
Topic28 (0.16)

KialoFreq (0.93) 
KialoAttr (0.09) 
Topic46 (0.06) 
KialoExtr (-0.11)

Topic30 (-0.17)

Topic30 (-0.17)

KialoAttr (0.44) 
KialoFreq (0.23) 
Topic30 (-0.17)

KialoFreq (0.36) 
KialoAttr (0.18) 
Topic2 (-0.54)

Use of "You" (-0.15) 
Personal (-0.20) 
Topic9 (-1.04)

Success 2 (t3_8g5ukh) Success 3 (t3_8kqdgk)

So let's say I'm good friends with Amanda and Bailey.       
 I 'm compatible with both of them on a platonic level, but I 
only take a romantic interest in Bailey because she's 
(physically) my type.  Not to say that Amanda is ugly, just 
that I'm not really into her body structure.   Another 
piece of evidence to support this is when you feel 
attracted to a complete stranger, because of their 
physical appearance.  You know absolutely nothing 
about them yet, you could envision a happy relationship 
with them just from their looks.  I feel this way because 
many times when I'm hanging out with my friends (of 
both genders) I think to myself "wow we'd make such a 
good couple" but even so don't feel the desire to enter a 
relationship with them. 
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carry guns and I perceive Canada to generally be safer than 
the open carry US state that I now live in.   I see zero 
reason to own a gun, not even for hunting.   I think 
hunters should use bows and arrows.   I admit I've never 
been hunting myself.  I believe the presence of guns in 
society makes society less safe and we would all be 
safer if there were fewer of them and they were far more 
difficult and expensive to buy on the black market rather 
than being able to pick one up easily at a gun show parking 
lot using cash and with no background check.  I know that 
violence can be committed with other weapons such as 
knives or running someone over with a car.  But we 
have laws about who can drive a car and it's actually 
more difficult to kill people with such things and less 
efficient.
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Figure 7.8: Prediction visualization. Background color indicates predicted attackability (blue:
high, red: low). Successfully attacked sentences are underlined. Features with high/low weights
are indicated with blue/red.

differences in how humans and machines choose sentences to attack.

Conclusion

In this section, we studied how to detect attackable sentences in arguments for successful per-
suasion. Using CMV arguments, we demonstrated that a sentence’s attackability is associated
with many of its characteristics regarding its content, proposition types, and tone, and that Kialo
provides useful information about attackability. Based on these findings we demonstrated that
machine learning models can automatically detect attackable sentences, comparably well to
laypeople.

Our work contributes a new application to the growing literature on causal inference from text
(Egami et al., 2018), in the setting of “text as a treatment”. Specifically, our findings in Section
7.4.3 pave the way towards answering the causal question: would attacking a certain type of
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I'm typing this post mostly from anxiety considering 
recent events, but hopefully this post will spark optimistic 
discussion that I don't see often in the news or online or 
such.  With the appointment of John Bolton as the National 
Security Adviser and John Pompeo as the Secretary of 
State, two men known for hawkish and pro-war behavior in 
their previous statements and actions, the US has 
appeared to take a more aggressive stance in foreign policy, 
seen with the expulsion of sixty Russian diplomats following 
minor controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a regime 
change or attacking North Korea, further stirring things up 
for a potential falling out.  If talks between the two nations 
break down, the US does not have much more of a 
reason to withhold from attacking North Korea, which is a 
plan that seems to be favorable among higher officials.  
Considering that this is also sort of a proxy scuffle 
between us and China/Russia, attacking or otherwise 
provoking North Korea or Russia could lead to situations 
ranging from a worldwide economic downturn to nuclear 
holocaust.  Is conflict the current trajectory of 
international relations?  How would we otherwise not 
engage in some sort of scuffle?
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John Pompeo as the Secretary of State, two men known 
for hawkish and pro-war behavior in their previous 
statements and actions, the US has appeared to take 
a more aggressive stance in foreign policy, seen with the 
expulsion of sixty Russian diplomats following minor 
controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a 
regime change or attacking North Korea, further stirring 
things up for a potential falling out.  If talks between 
the two nations break down, the US does not have 
much more of a reason to withhold from attacking 
North Korea, which is a plan that seems to be 
favorable among higher officials.  Considering that 
this is also sort of a proxy scuffle between us and China/
Russia, attacking or otherwise provoking North Korea or 
Russia could lead to situations ranging from a 
worldwide economic downturn to nuclear holocaust.     
Is conflict the current trajectory of international 
relations?  How would we otherwise not engage 
in some sort of scuffle?                                                                                               

Prediction (0.12) 
Personal (-0.20) 
Topic37 (-0.21)

KialoFreq (0.98)
Topic5 (0.39)
KialoAttr (0.05)
KialoExtr (-0.07)

KialoFreq (0.75)
Topic5 (0.39)
Example (0.11)
KialoAttr (0.07)
KialoExtr (-0.07)

Topic5 (0.39)
KialoFreq (0.22)
KialoAttr (0.13)
Hypothetical (-0.06)
KialoExtr (-0.11)

KialoFreq (0.45)
Topic5 (0.39)
KialoAttr (0.26)
KialoExtr (-0.05)
Use of "We" (-0.18)

Topic5 (0.39)
QuestOther (0.39)

Why/How (0.91)
Use of "We" (-0.18)
Topic37 (-0.21)

The last Presidential election (2016) and most succeeding 
elections have proven that elections are more about party 
affiliations than actual views or the character of the individual 
being elected.  In one of the most extreme examples, Roy Moore 
was backed by the Republican Party even though he was 
accused of sexual misconduct and sexual assault of minors 
simply because he was a Republican.  This also allows 
voters to be lazy, as many will simply vote for their party 
without researching the values and character of the person 
they are voting for.   Our Congress is slow an inefficient 
because Democrats and Republicans are more 
focused on opposing one another than they are on 
developing actual solutions to issues like gun control and 
abortion.   It is the job of elected officials to represent ALL of 
the people of their district/state/country, not just the people 
that voted for them or agree with them, and following the ideals 
of a political party does not allow for this.  Political parties 
force us to think in terms of black and white, and this is 
both inefficient and inappropriate for issues that affect the 
entire country.  Also, many young voters do not think this 
way--many Americans are becoming disenfranchised with the 
entire political system.   This is an outdated system, and either 
needs to adapt or change completely to better fit the needs 
of the people.
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I believe that socialism is an obvious and humanitarian 
next step for the U.S.   It should be the responsibility of 
vastly successful people to provide a tiny fraction of their 
income to provide services for people who were not given 
the same opportunities.  Everyone has the right to safety, 
universal health care, social security, education (affordable 
collage), a livable minimum wage ($15 per hour), and not to 
get screwed over by businesses more interested in capital then 
people.   Businesses don't give their fair share back to the 
community they leach off of  (wages or taxes), and it should 
be the responsibility of the government to make sure they 
do.   When many people speak about socialism they quote 
nations like the U.S.S.R.  (Soviet Union).  I believe that the 
problems with these nations are a weak constitution that stems 
from a violent revolution instead of a political one. 
 Socialism is an economic policy and can be used in cooperation 
with the current governing body.   I believe that many 
European country's sudo-socialist ideas (like universal 
healthcare) are a perfect example of how socialism can be 
beneficial to people.  B.T.W. this is my first post, I can't 
wait to have reasonable debates with you all!                                 
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So let's say I'm good friends with Amanda and Bailey.              
 I 'm compatible with both of them on a platonic level, but I only 
take a romantic interest in Bailey because she's (physically) 
my type.  Not to say that Amanda is ugly, just that I'm not 
really into her body structure.  Another piece of evidence to 
support this is when you feel attracted to a complete 
stranger, because of their physical appearance.   You 
know absolutely nothing about them yet, you could 
envision a happy relationship with them just from their looks. 
 I feel this way because many times when I'm hanging out 
with my friends (of both genders) I think to myself "wow we'd 
make such a good couple" but even so don't feel the desire to enter 
a relationship with them.                                                        
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in Canada and not a single person I knew owned a 
gun and most law enforcement officers I saw on the 
street also didn't carry guns and I perceive Canada to 
generally be safer than the open carry US state that I 
now live in.  I see zero reason to own a gun, not 
even for hunting.  I think hunters should use bows 
and arrows.   I admit I've never been hunting 
myself.  I believe the presence of guns in society 
makes society less safe and we would all be safer 
if there were fewer of them and they were far more 
difficult and expensive to buy on the black market 
rather than being able to pick one up easily at a gun 
show parking lot using cash and with no 
background check.   I know that violence can be 
committed with other weapons such as knives or 
running someone over with a car.  But we have 
laws about who can drive a car and it's actually 
more difficult to kill people with such things and 
less efficient.
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such.  With the appointment of John Bolton as the National 
Security Adviser and John Pompeo as the Secretary of 
State, two men known for hawkish and pro-war behavior in 
their previous statements and actions, the US has 
appeared to take a more aggressive stance in foreign policy, 
seen with the expulsion of sixty Russian diplomats following 
minor controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a regime 
change or attacking North Korea, further stirring things up 
for a potential falling out.  If talks between the two nations 
break down, the US does not have much more of a 
reason to withhold from attacking North Korea, which is a 
plan that seems to be favorable among higher officials.  
Considering that this is also sort of a proxy scuffle 
between us and China/Russia, attacking or otherwise 
provoking North Korea or Russia could lead to situations 
ranging from a worldwide economic downturn to nuclear 
holocaust.  Is conflict the current trajectory of 
international relations?  How would we otherwise not 
engage in some sort of scuffle?
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John Pompeo as the Secretary of State, two men known 
for hawkish and pro-war behavior in their previous 
statements and actions, the US has appeared to take 
a more aggressive stance in foreign policy, seen with the 
expulsion of sixty Russian diplomats following minor 
controversy in the United Kingdom.  Also, despite 
planned negotiations with Kim Jong-Un concerning the 
future of North Korea, the US, and NK's nuclear arsenal, 
President Trump has filled out his cabinet/diplomacy team 
with people who are in favor of things such as a 
regime change or attacking North Korea, further stirring 
things up for a potential falling out.  If talks between 
the two nations break down, the US does not have 
much more of a reason to withhold from attacking 
North Korea, which is a plan that seems to be 
favorable among higher officials.  Considering that 
this is also sort of a proxy scuffle between us and China/
Russia, attacking or otherwise provoking North Korea or 
Russia could lead to situations ranging from a 
worldwide economic downturn to nuclear holocaust.     
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The last Presidential election (2016) and most succeeding 
elections have proven that elections are more about party 
affiliations than actual views or the character of the individual 
being elected.  In one of the most extreme examples, Roy Moore 
was backed by the Republican Party even though he was 
accused of sexual misconduct and sexual assault of minors 
simply because he was a Republican.  This also allows 
voters to be lazy, as many will simply vote for their party 
without researching the values and character of the person 
they are voting for.   Our Congress is slow an inefficient 
because Democrats and Republicans are more 
focused on opposing one another than they are on 
developing actual solutions to issues like gun control and 
abortion.   It is the job of elected officials to represent ALL of 
the people of their district/state/country, not just the people 
that voted for them or agree with them, and following the ideals 
of a political party does not allow for this.  Political parties 
force us to think in terms of black and white, and this is 
both inefficient and inappropriate for issues that affect the 
entire country.  Also, many young voters do not think this 
way--many Americans are becoming disenfranchised with the 
entire political system.   This is an outdated system, and either 
needs to adapt or change completely to better fit the needs 
of the people.
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support this is when you feel attracted to a complete 
stranger, because of their physical appearance.   You 
know absolutely nothing about them yet, you could 
envision a happy relationship with them just from their looks. 
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(b) Erroneous example 2.

Figure 7.9: Examples of unsuccessful prediction. Background color indicates predicted attackabil-
ity (blue: high, red: low). Successfully attacked sentences are underlined. Features with high/low
weights are indicated with blue/red, respectively. For each sentence, features and their weights are
sorted by absolute weight in the side bar.

sentence (e.g., questions or expressions of confusion) in an argument increase the probability
of persuading the opinion holder? While our findings suggest initial hypotheses about the
characteristics of sentences that can be successfully attacked, establishing causality in a credible
manner would require addressing confounders, such as the challenger’s reputation (Manzoor et al.,
2020) and persuasive skill reflected in their attack (Tan et al., 2014). We leave this analysis to
future work.

Our work could be improved also by including discourse properties (coherence, cohesiveness).
Further, argumentation structure (support relations between sentences or lack thereof) might
provide useful information about each sentence’s attackability.

7.4.5 Appendix: Methods for Using External Knowledge
In this subsection, we describe the methods that we tried to use Kialo as a knowledge base but
that were not successful.
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Knowledge Feature Attacked Successful

Word Overlap Frequency (log2) 1.18 (***) 1.07 (***)
Word Overlap Attractiveness (log2) 1.30 (***) 1.18 (***)
Word Overlap Extremeness 1.51 (***) 1.19 (***)

UKP Avg Distance 10‡ 0.93 (***) 0.98 ( * )
UKP 0.1 Frequency† 1.08 ( * ) 0.99 ( )
UKP 0.1 Attractiveness† 1.11 ( * ) 1.08 ( )
UKP 0.1 Extremeness 3.49 ( * ) 6.77 ( )
UKP 0.2 Frequency† 1.02 ( ** ) 1.01 ( )
UKP 0.2 Attractiveness† 1.05 (***) 1.06 ( )
UKP 0.2 Extremeness 1.69 (***) 1.76 ( )
UKP 0.3 Frequency† 1.04 (***) 1.01 ( )
UKP 0.3 Attractiveness† 1.09 (***) 1.02 ( )
UKP 0.3 Extremeness 2.44 (***) 1.40 ( )
UKP 0.4 Frequency† 1.04 (***) 1.01 ( ** )
UKP 0.4 Attractiveness† 1.12 (***) 1.01 ( )
UKP 0.4 Extremeness 2.35 (***) 1.02 ( )

Frame Knowledge Consistent 1.28 (***) 1.01 ( )
Frame Knowledge Conflict 1.37 (***) 1.08 ( )

Word Sequence Knowledge Consistent 1.05 ( ) 0.98 ( )
Word Sequence Knowledge Conflict 1.18 ( ) 1.49 ( )

Table 7.11: Odds ratio (OR) and statistical significance of features. An effect is positive (blue) if
OR > 1 and negative (red) if OR < 1. (†: log2, ‡: standardized / *: p < 0.05, **: p < 0.01, ***:
p < 0.001)

UKP Sentence Embedding-Based Retrieval

We measured the similarity between CMV sentences and Kialo statements using the UKP sentence
embedding—BERT embeddings fine-tuned to measure argument similarity (Reimers et al., 2019).
Specifically, the authors provide pretrained embeddings constructed by appending a final softmax
layer to BERT to predict a numerical dissimilarity score between 0 and 1 for each sentence
pair in the UKP ASPECT corpus. The 3,595 sentence pairs in this corpus were drawn from 28
controversial topics and annotated via crowd workers to be “unrelated” or of “no”, “some” or
“high” similarity. They report a mean F1-score of 65.39% on a held-out subset of this corpus,
which was closest to human performance (F1=78.34%) among all competing methods that were
not provided with additional information about the argument topic.

We used this fine-tuned model to measure the dissimilarity between each CMV sentence and
Kialo statements. Based on this information, we extracted the feature UKP Avg Distance 10,
which is the average dissimilarity score of the 10 Kialo statements that are closest to the sentence.
This score is expected to be low if a sentence has many similar statements in Kialo. In addition,
we extracted the same frequency, attractiveness, and extremeness features as in §7.4.2. Here,
we determine whether a CMV sentence and a Kialo statement are “matched” based on several
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dissimilarity thresholds (0.1, 0.2, 0.3, 0.4); A Kialo statement is considered matched with a CMV
sentence if the dissimilarity is below the selected threshold.

Semantic Frame-Based Knowledge

We extracted semantic frames from CMV sentences and Kialo statements, using Google SLING (Ring-
gaard et al., 2017). For each frame in a sentence or statement, a “knowledge piece” is defined as
the concatenation of the predicate and arguments (except negation); the predicate is lemmatized
and the arguments are stemmed to remove differences in verb/noun forms. We also mark each
knowledge piece as negated if the frame contains negation. Example knowledge pieces include:

• ARG0:peopl-ARG1:right-ARGM-MOD:should-PRED:have (Negation: true)
• ARG1:person-ARG2:abl-ARGM-MOD:should-PRED:be (Negation: false)

For each CMV sentence, we extracted two features: the count of knowledge pieces in Kialo
that are consistent with those in the sentence, and the count of knowledge pieces in Kialo that
are conflicting with those in the sentence. Two knowledge pieces are considered consistent if
they are identical, and conflicting if they are identical but negated. Attackable sentences are
expected to have many consistent and conflicting knowledge pieces in Kialo. If we assume that
most statements in Kialo are truthful, attackable sentences may have more conflicting knowledge
pieces than consistent knowledge pieces.

Word Sequence-Based Knowledge

Treating each frame as a separate knowledge piece does not capture the dependencies between
multiple predicates within a sentence. Hence, we tried a simple method to capture this information,
where a knowledge pieces is defined as the concatenation of verbs, nouns, adjectives, modal,
prepositions, subordinating conjunctions, numbers, and existential “there” within a sentence; but
independent clauses (e.g., a “because” clause) were separated off. All words were lemmatized.
Each knowledge piece is negated if the source text has negation words. Example knowledge
pieces include:

• gender-be-social-construct (Negation: true)
• congress-shall-make-law-respect-establishment-of-religion-prohibit-free-exercise (Nega-

tion: false)

For each CMV sentence, we extracted the same two features as in semantic frame-based
knowledge pieces: the count of knowledge pieces in Kialo that are consistent with those in
the sentence, and the count of knowledge pieces in Kialo that are conflicting with those in the
sentence.

Effects and Statistical Significance

The effects and statistical significance of the above features were estimated in the same way as
§7.4.3 and are shown in Table 7.11. Word sequence-based knowledge has no effect, probably
because not many knowledge pieces are matched. Most of the other features have significant
effects only for “Attacked”. We speculate that a difficulty comes from the fact that both vector
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embedding-based matching and frame-based matching are inaccurate in many cases. UKP
sentence embeddings often retrieve Kialo statements that are only topically related to a CMV
sentence. Similarly, frame-based knowledge pieces often cannot capture complex information
conveyed in a CMV sentence. In contrast, word overlap-based matching seems to be more reliable
and better retrieve Kialo statements that have similar content to a CMV sentence.

7.5 Conclusion
In order to refute an argument, the first step is to detect attackable sentences in the argument. In
this chapter, we presented two approaches to detecting attackable sentences in arguments. The
first approach jointly models sentence attackability and persuasion outcomes using an end-to-end
neural network. We demonstrated that this joint modeling identifies attackable sentences that
align with human judgments, even without explicit labels of attackability scores. In addition,
modeling sentence attackability helps to better predict whether an attacking argument would
successfully change the attacked arguer’s view or not. The second approach complements the
first approach by explicitly modeling various characteristics of sentences. We demonstrated that
several characteristics of sentences have significant associations with sentence attackability, such
as certain topics, expression of uncertainly, use of data and references. These findings and methods
may be able to help people strengthen their argument by solidifying potentially attackable points,
as well as help the machine to build convincing counterarguments.

Our problem setting can capture a wide range of attacks. Table 7.5a lists various types of attacks,
including undercutters and meta-argumentation. The most common case is that the main claim of
the attacked argument is not strongly supported by the presented premises in the argument. In this
case, we can consider the main claim to be attacked. Similarly, undercutters, by definition, attack
an inferential link between premise and claim (e.g., by saying that “this claim is not reasonably
derived from your premise”), so we can still locate claims that they attack, which fit into the
current problem setting of the attackability detection models.

However, automatically detecting a lack of strong evidence or weak inferential links requires
understanding the argumentative structure of the attacked argument and assessing the inferential
links. The current attackability detection models do not take argumentative structure into account
nor assess the quality of inferential links. The former could be handled by using an argumentative
relation classifier, such as the one in Chapter 6, whereas the latter is much more difficult.

Some attacks do not fit into our problem setting. For example, personal and situational attacks
(Krabbe and van Laar, 2011) may not target specific sentences. Personal attacks (ad hominem) are
generally considered to be unsound, so computational models may not want to use this strategy.
Situational attacks are often concerned with how well the attacked argument fits in the context.
Our models do not handle such attacks. They require an understanding of high-level dialogue
structures, which would be a useful future direction that can benefit argumentation-enabled
dialogue systems.

The quality of arguments can be assessed from various angles. There is a large body of literature
in automated essay scoring that develops and uses various rubrics, such as grammaticality and
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coherence. One aspect that is extremely important and currently missing in the NLP field is to
measure the soundness of arguments. For this we may use critical questions associated with
argumentation schemes (Walton et al., 2008). For instance, given an argument from expert opinion,
critical questions include how credible the referenced expert is, whether the expert’s opinion is
consistent with other experts, and to what extent the conclusion is implied by the actual assertions
made by the expert. The answer to each critical question may be scored using extensive real-world
knowledge, and all the scores may be aggregated to quantify the quality of the argument.
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Chapter 8

Retrieving Counterevidence

We build a system that, given a statement, retrieves counterevidence from diverse sources on
the Web. At the core of this system is a natural language inference (NLI) model that determines
whether a candidate sentence is valid counterevidence or not. Most NLI models to date, however,
lack proper reasoning abilities necessary to find counterevidence that involves complex inference.
Thus, we present a knowledge-enhanced NLI model that aims to handle causality- and example-
based inference by incorporating knowledge graphs. Our NLI model outperforms baselines for
NLI tasks, especially for instances that require the targeted inference. In addition, This NLI model
further improves the counterevidence retrieval system, notably finding complex counterevidence
better.

8.1 Introduction
Generating counterarguments is key to many applications, such as debating systems (Slonim,
2018), essay feedback generation (Woods et al., 2017), and legal decision making (Feteris et al.,
2017). In NLP, many prior studies have focused on generating counterarguments to the main
conclusions of long arguments, usually motions. Although such counterarguments are useful,
argumentative dialogue is usually interactive and synchronous, and one often needs to address
specific statements in developing argument. For instance, in the ChangeMyView (CMV) subreddit,
challengers often quote and counter specific statements in the refuted argument, where 41% of
these attacks are about factual falsehood, such as exceptions, feasibility, and lack of evidence (Jo
et al., 2020). Hence, the scope of our work is narrower than most prior work. Instead of generating
a counterargument to a complete argument, we aim to find counterevidence to specific statements
in an argument. This counterevidence may serve as essential building blocks for developing a
larger counterargument and also allow for more interactive development of argumentation.

We adopt a popular fact-verification framework (Thorne et al., 2018): given a statement to
refute, we retrieve relevant documents from the Web and select counterevidence (Figure 8.1).
At the core of this framework is a module that determines whether a candidate sentence is valid
counterevidence to the given statement. A natural choice for this module is a natural language
inference (NLI) model. But NLI models to date have shown a lack of reasoning abilities (Williams
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Figure 8.1: Architecture overview.

et al., 2020), which is problematic because counterarguments often involve complex inference.
To overcome this limitation, we enhance NLI by focusing on two types of inference informed by
argumentation theory (Walton et al., 2008). The first is argument from examples, as in:

Claim: “Vegan food reduces the risk of diseases.”
Counterevidence Statement: “Legume protein sources can result in phyto-
hemagglutinin poisoning.”

The inference is based on the fact that “legume protein sources” and “phytohemagglutinin
poisoning” are examples of “vegan food” and “diseases”, respectively. The second type of
inference is argument from cause-to-effect, as in:

Claim: “Veganism reduces the risk of diabetes.”
Counterevidence Statement: “Vegan diets suffer from poor nutrition.”

The inference is based on the fact that poor nutrition can cause diabetes.

In order to handle causality- and example-based reasoning, we develop a knowledge-enhanced
NLI model (§8.3). By incorporating two knowledge graphs—CauseNet and Wikidata—into the
model while training on public NLI datasets, the accuracy of the NLI model improves across NLI
datasets, especially for challenging instances that require the targeted inference.

We integrate this NLI model into the entire retrieval system to find counterevidence to argu-
mentative statements from two online argument platforms, ChangeMyView (CMV) and Kialo
(§8.4). We demonstrate that our knowledge-enhanced NLI model improves the system, finding
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more complex counterevidence. We also conduct in-depth analyses of the utility of different types
of source documents and document search methods (Wikipedia, Bing, and Google).

8.2 Related Work

8.2.1 Counterargument Generation
Retrieval approach: Given an argument, Wachsmuth et al. (2018b) retrieves an argument in
the debate pool idebate.org that is similar to the conclusion and dissimilar to the premise. Orbach
et al. (2020) created a dataset of arguments and their counter arguments, collected from existing
debates. Reisert et al. (2015) generates a counterargument to a claim that expresses advocacy for
or opposition to a topic. Using lexical patterns, it retrieves sentences that specify consequences of
the topic from the web corpus ClueWeb12. Sentences about a negative consequence are presented
as a counterargument if the claim is advocacy, and positive sentences are presented otherwise.
Sato et al. (2015) uses a similar approach except that for each claim, it first decides what value
(e.g., health, poverty) to emphasize and then selects sentences that contain consequences of the
topic in relation to the chosen value. Le et al. (2018) retrieves sentences in the debate forum
ConvinceMe that are similar to the claim.

Neural generation: Hua and Wang (2018)’s model consists of two steps: evidence retrieval
and text generation. For the evidence retrieval part, it retrieves relevant Wikipedia articles using
sentences in the original argument and reranks the sentences using TF-IDF similarity to the
argument. For the text generation part, the sentences are concatenated with the input argument.
The model decodes a counterargument in two steps, first by decoding keyphrases and then by
decoding a counterargument with attention to the keyphrases. Unlike retrieval-only approaches,
the model does not directly evaluate whether the sentences are counterevidence to the argument.
However, that is indirectly handled as the model learns to decode text that is similar to human-
made counterarguments. Hua et al. (2019)’s model improves the previous method in several ways.
First, it extends evidence passage selection to four news media. Second, it extracts (instead of
generating) keyphrases from the input statement and candidate evidence passages using heuristics.
Third, it ranks evidence passages by their keyphrase overlap with the input statement and their
sentiment toward the input statement (to encourage counterevidence). For both methods, human
evaluation shows that the quality of fully-generated counterarguments is yet lower than that of a
simple concatenation of evidence passages in terms of topical relevance and counterness. The
quality of evidence passages was not examined in detail. Hence, our work is complementary
to these studies, as high-quality counterevidence is essential to generating counterarguments in
natural language.

Argument generation: Wachsmuth et al. (2018a) prepares ADUs from existing arguments and
analyze how humans synthesize arguments with these ADUs and rhetorical strategies. Baff et al.
(2019) formulates ADU selection as language modeling and trains it on actual human-written
arguments.
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Most of these studies aim to build a counterargument against an entire argument. In extreme
cases, generated counterarguments do not need to address specific points in the argument and still
counter the main conclusion of the argument. On the other hand, our focus is slightly different
and narrower. Our work aims to find counterevidence that directly addresses specific statements in
the attacked argument. While some of the prior studies have the same aim, they focus on motions
by retrieving their consequences.

8.2.2 Fact Verification
Due to this goal, our work is closely related to fact verification (Li and Zhou, 2020). Recently,
this research area has garnered much attention, especially with the emergence of the FEVER (Fact
Extraction and VERification) task (Thorne et al., 2018). The FEVER task aims to predict the
veracity of statements. In the provided dataset, each statement has been labeled as supported,
refuted, or not-enough-info, based on Wikipedia articles as a source; for supported or refuted
statements, evidence sentences have also been annotated. Most approaches to this task follow
three steps: document retrieval, sentence selection, and claim verification. A lot of initial studies
focused on evidence representations (Ma et al., 2019; Tokala et al., 2019), while later studies began
to examine homogeneous model architectures across different steps (Tokala et al., 2019; Nie et al.,
2020a, 2019). Recently, BERT has been shown to be effective in both retrieval and verification
(Soleimani et al., 2020), and a joint model of BERT and pointer net achieved state-of-the-art
performance in this task (Hidey et al., 2020). Our work builds on this model, which will be
discussed more in detail in §8.4. While multi-hop reasoning among evidence sentences has lately
been studied (Liu et al., 2020b; Zhou et al., 2019), we do not consider this in our work as our main
goal is to find individual counterevidence statements rather than verification of a claim. There are
also studies on fact verification over tabular information (Yang et al., 2020; Zhong et al., 2020),
which is beyond the scope of our work.

8.2.3 Knowledge-Enhanced Language Models
The last step of fact verification, i.e., claim verification, relies heavily on natural language inference
(NLI) between an evidence text and a statement to verify. NLI is a long-studied topic in NLP, and
recent transformer-based language models (LMs) have renewed state-of-the-art performance over
the years (Nie et al., 2020b). However, evidence suggests that these models still lack reasoning
abilities (Williams et al., 2020). Hence, here we discuss some research on integrating knowledge
into LMs. Depending on the mechanism, there are three main types of approaches. The first is
to exploit knowledge mainly to learn better embeddings of tokens and entities. Once learning is
done, the triple information of entities in the input text is not activated during inference. KEPLER
(Wang et al., 2019) has two components. One is a transformer-based text encoder, and the other is
a KG encoder that computes each entity’s embedding using the text encoder. The TransE objective
function is optimized for the KG encoder jointly with the masked language model (MLM) task for
the text encoder. For each downstream task, the pretrained text encoder is fine-tuned and used just
like a transformer model. KnowBert (Peters et al., 2019) exploits entity embeddings from TransE.
For a downstream task, token embeddings from BERT are updated based on self-attention scores
among entities in the input text and similarity scores between each entity and similar entities.
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ERNIE (Zhang et al., 2019) updates entity embeddings from TransE by self-attention among
entities in the input text. The updated entity embeddings are aggregated with token embeddings
from BERT through information fusion.

Unlike these models, the second type of models use the triple information of entities in the input
text by encoding a subgraph during inference. BERT-MK (He et al., 2020a) encodes entities in the
input text, along with their neighboring entities and relations, using a transformer. The updated
entity embeddings are aggregated with token embeddings from BERT via information fusion.
K-BERT (Liu et al., 2020a) converts entities in the input text and their neighboring entities and
relations into text tokens, and combines them with the input text. BERT encodes the aggregate
input text via manipulation of position embeddings and attention masks. KIM (Chen et al., 2018b)
is designed for NLI. The two texts in the input pair are separately encoded by BiLSTM. Token
embeddings are updated via co-attention between the two texts, where relations between tokens
(synonymy, antonymy, hypernymy, hyponymy) are aggregated with the co-attention scores.

The third type of models incorporate knowledge using adapters (Houlsby et al., 2019) to avoid
pretraining the entire language model, as well as the catastrophic forgetting of the pretrained
representations. For instance, AdaptBERT (Lauscher et al., 2020) injects bottleneck adapters into
BERT layers and trains them using a MLM task over a verbalized knowledge graph (each triple is
converted to a sentence). For a downstream task, the adapters are fine-tuned.

8.3 Knowledge-Enhanced NLI

A natural language inference (NLI) model is the core of our entire system (Figure 8.1). Given a
statement to refute, the system retrieves and ranks relevant documents, and then obtains a set of
candidate sentences for counterevidence. For each candidate, the NLI model decides whether it
entails, contradicts, or neither the statement. In this section, we first motivate the model design
and explain our Knowledge-Enhanced NLI model (KENLI), followed by evaluation settings and
results.

8.3.1 Motivation

Many NLI models have difficulty in capturing the relation between statements when their words
are semantically far apart. For instance, if a statement refutes another based on example- or
causality-based inference using technical terms (e.g., legume protein sources as an example of
vegan food), the semantic gap between words can make it hard to capture the relation between the
two statements without explicit knowledge.

To reduce semantic gaps between words, our method aims to bridge entities in the two statements
using a knowledge graph (KG) so that the information of an entity in one statement flows to an
entity in the other statement, along with the information of the intermediate entities and relations
on the KG. This information updates the embeddings of the tokens linked to the entities.
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Figure 8.2: KENLI Model. This example illustrates using two KG paths: “poor nutrition cause−−−→
leaky gut cause−−−→ diabetes” and “poor nutrition cause−−−→ leaky gut cause−−−→ weight loss”.

8.3.2 Model

KENLI (Figure 8.2 left) is based on RoBERTa-base (Liu et al., 2019), which takes a pair of premise
P and hypothesis H as input and computes the probability of whether their relation is entailment,
contradiction, or neutral. To bridge entities between P and H, the Knowledge Enhancement
(KE) Net is inserted between two layers (e.g., 10th and 11th layers), splitting RoBERTa into
Encoder1 and Encoder2. It updates intermediate token embeddings from Encoder1 and feeds
them to Encoder2. The final prediction is made through a fully-connected layer on top of the CLS
embedding.

The KE Net (Figure 8.2 middle) exploits a knowledge graph (KG) where nodes are entities
and edges are directed relations between entities (e.g., ‘instance_of’, ‘cause’). Its main goal
is to let information flow between entities in P and H through the KG. Suppose the KG has
a set of relations R = {ri}|R|i=1. For each input text pair, T = {ti}|T |i=1 is the tokens in P that are
linked to entities. Their initial embeddings {t0

i }
|T |
i=1 are the intermediate token embeddings from

Encoder1. E = {ei}|E|i=1 denotes entities under consideration, with initial embeddings {e0
i }
|E|
i=1.

Considering all entities in the KG for every input pair is computationally too expensive. Recall
that our motivation is to bridge entities between P and H. Hence, for each input pair, we first
include entity paths whose source is in P and destination is in H. We add more destinations with
the constraint that the total number of considered entities is no greater than λ and the length of
each path is no greater than ν (λ and ν are hyperparameters). To obtain e0

i , we simply encode the
name of each entity with RoBERTa Encoder1 and sum all the token embeddings.

The KE Net is a stack of KE cells. Each KE cell handles one-hop inference on the KG using
two transformers TR1 and TR2. TR1 updates each entity embedding based on its neighboring
entities, and TR2 updates token embeddings based on the embeddings of linked entities. More
specifically, in the l-th KE cell, TR1 takes {el−1

i }
|E|
i=1 as input and updates their embeddings using

self-attention. Each attention head corresponds to each relation, and the attention mask for the
k-th head Mk ∈ R|E|×|E| allows the information flow between entities that have the k-th relation:

Mk
i j =

{
1 if i = j or (ei,rk,e j) ∈ KG
0 otherwise.
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TR2 takes the concatenation of {tl−1
i }

|T |
i=1 and {el

i}
|E|
i=1 as input and updates the token embeddings

using one attention head with attention mask M ∈ R|T+E|×|T+E|:

Mi j =


1 if i≤ |T | and

(i = j or ti is linked to e j−|T |)
0 otherwise.

Entity embeddings are not updated in TR2.

After token embeddings are updated by L KE cells (i.e., L-hop inference), the token embedding
of ti is updated as ti← t0

i + tL
i and fed to Encoder2 along with the other token embeddings in the

input.

8.3.3 Knowledge Graphs

Our work uses two knowledge graphs: CauseNet and Wikidata. CauseNet (Heindorf et al., 2020)
specifies claimed causal relations between entities, extracted from Wikipedia and ClueWeb12
based on linguistic markers of causality (e.g., “cause”, “lead”) and infoboxes. We discard entity
pairs that were identified by less than 5 unique patterns, since many of them are unreliable. This
results in total 10,710 triples, all having the ‘cause’ relation.

Wikidata (Vrandečić and Krötzsch, 2014) is a database that specifies a wide range of relations
between entities. We use the October 2020 dump and retain triples that have 8 example-related rela-
tions: instance_of, subclass_of, part_of, has_part, part_of_the_series, located_in_the_administrative
_territorial_entity, contains_administrative_territorial_entity, and location. The importance of
information about physical and temporal containment in NLI was discussed recently (Williams
et al., 2020). This filtering results in 95M triples, which we call WikidataEx.

8.3.4 Data

Our data mainly come from public NLI datasets: MNLI (Williams et al., 2018), ANLI (Nie et al.,
2020b), SNLI (Bowman et al., 2015), and FEVER-NLI (Nie et al., 2019). We split the data into
train, validation, and test sets as originally or conventionally set up for each dataset (Table 8.1).
Due to limited computational resources, our training set includes only MNLI and ANLI.

The public NLI datasets alone may not include enough instances that require example- and
causality-based inference. As a result, the NLI model may not learn to exploit the KGs well. To
alleviate this issue, we generate synthetic NLI pairs that are built on example-based inference
as follows (details are in §8.5.2). Given a pair of P and H in the public datasets, we modify P
to P′ by replacing an entity that occurs in both P and H with an incoming entity on WikidataEx
(e.g., “England” with “Yorkshire”). This achieves two goals. First, P′ includes an entity that is an
example of another entity in H so that the (P′,H) pair requires example-based inference, with the
same expected relation as the (P,H) pair. Second, this example relation comes from our KG so
that the NLI model learns how to use the KG. Generating similar NLI pairs for causality-based
inference is more challenging, and we leave it to future work.
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Dataset Train Val Test

MNLI 392,702 – 9,815
MNLI-MM – – 9,832
ANLI 162,865 3,200 3,200
SNLI – 9,842 9,824
SNLI-Hard – – 3,261
FEVER-NLI – 9,999 9,999

Example-NLI 30,133 2,867 3,468
ANLI-Contain – – 277
ANLI-Cause – – 1,078
BECauSE – – 2,814

Table 8.1: Number of NLI pairs by dataset.

Inference Evaluation: We use additional datasets to evaluate NLI models’ inference abilities.
For example-based inference, we first use a diagnostic subset of ANLI that has been annotated with
various categories of required inference, such as counting, negation, and coreference (Williams
et al., 2020). We choose the instances of the ‘Containment’ category, which requires inference on
part-whole and temporal containment between entities (ANLI-Contain). In addition, we use the
test set of our Example-NLI data after manually inspecting their labels.

For causality-based inference, we use the instances in the diagnostic ANLI set that belong to
the ‘CauseEffect’ and ‘Plausibility’ categories (ANLI-Cause). They require inference on logical
conclusions and the plausibility of events. In addition, we use BECauSE 2.0 (Dunietz et al.,
2017), which specifies the ‘Cause’ and ‘Obstruct’ relations between text spans based on linguistic
markers of causality. Since it has only two classes, we randomly pair up text spans to generate
‘neutral’ pairs. For reliability, we discard pairs where at least one text comprises only one word.
Although this data is not for NLI, we expect that the better NLI models handle the causality
between events, the better they may distinguish between the cause, obstruct, and neutral relations.
See Table 8.1 for statistics.

8.3.5 Experiment Settings
For KENLI, the KE Net is inserted between the 10th and 11th layers of RoBERTa, although the
location of insertion has little effect on NLI performance. The KE Net has a stack of two KE
cells, allowing for 2-hop inference on a KG. We test KENLI with CauseNet (KENLI+C) and
with WikiedataEx (KENLI+E); we do not combine them so we can understand the utility of each
KG more clearly. The maximum number of entities for each input (λ ) and the maximum length of
each KG path (ν) are set to 20 and 2, respectively. To see the benefit of pretraining the KE Net (as
opposed to random initialization) prior to downstream tasks, we also explore pretraining it with
masked language modeling on the training pairs while the original RoBERTa weights are fixed
(KENLI+E+Pt and KENLI+C+Pt). The Adam optimizer is used with a learning rate of 1e-5.

We compare KENLI with three baselines. The first two are state-of-the-art language models
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NLI Evaluation Inference Evaluation

MNLI MNLI-
MM

ANLI SNLI SNLI-
Hard

FEVER-
NLI

Micro
Avg

Example-
NLI

ANLI-
Contain

ANLI-
Cause

BECau-
SE

AdaptBERT+C 83.0 83.6 44.7 78.8 68.2 68.2 75.4 58.4 42.3 35.0 27.6
AdaptBERT+E 83.2 83.5 44.7 78.7 68.4 67.8 75.4 58.8 43.4 34.7 27.5
K-BERT+C 83.7 83.9 45.2 80.0 70.3 68.9 76.2 58.9 42.4 34.7 27.2
K-BERT+E 83.4 83.7 46.0 79.3 69.5 69.2 76.0 59.0 44.2 35.8 26.9
RoBERTa 87.3 87.0 48.6 84.2 74.6 71.9 79.7 61.8 47.7 35.0 27.6

KENLI+C 87.5 87.1 48.2 84.3 74.8 71.4 79.7 62.0 48.2 35.1 27.9
KENLI+C+Pt 87.3 86.9 48.8 84.2 74.2 71.9 79.7 61.7 48.4 35.2 27.8
KENLI+E 87.3 87.2 48.5 84.2 75.1 72.5? 79.9? 61.9 49.2 35.5 28.0
KENLI+E+Pt 87.6 87.1 48.4 84.6 75.1 72.5? 80.0† 62.0 46.9 35.2 27.6

Table 8.2: F1-scores of NLI models by dataset. Statistical significance was measured by the paired
bootstrap against the best baseline (p < 0.05?,0.01†). Bold and underline each indicate top1 and
top2 results, respectively.

enhanced with knowledge graphs. K-BERT (Liu et al., 2020a) exploits a KG during both training
and inference, by verbalizing subgraphs around the entities linked to the input and combining
the verbalized text into the input. AdaptBERT (Lauscher et al., 2020) uses a KG to enhance
BERT using bottleneck adapters (Houlsby et al., 2019); after that, it is fine-tuned for downstream
tasks like normal BERT. We pretrain AdaptBERT for masked language modeling on sentences
that verbalize CauseNet (10K) and a subset of WikidataEx (10M) for four epochs. We use the
hyperparameter values as suggested in the papers. The last baseline is RoBERTa-base fine-tuned
on the NLI datasets. RoBERTa trained with the ANLI dataset recently achieved a state-of-the-art
performance for NLI (Nie et al., 2020b).

Input texts are linked to WikidataEx entities by the Spacy Entity Linker1. CauseNet has no
public entity linker, so we first stem all entities and input words using Porter Stemmer and then
use exact stem matching for entity linking. The stemming allows verbs in input texts to be linked
to entities (e.g., “infected–infection”, “smokes–smoking”).

8.3.6 Results
Table 8.2 shows the F1-scores of each model averaged over 5 runs with random initialization.

In the NLI evaluation, KENLI (rows 6–9) generally outperforms the baseline models (rows
1–5) across datasets. Especially KENLI with WikidataEx (rows 8–9) performs best overall
and notably well for difficult datasets (SNLI-Hard, FEVER-NLI, and ANLI). This suggests
that KENLI effectively incorporates example-related knowledge, which benefits prediction of
nontrivial relations between statements. KENLI with CauseNet (rows 6–7) slightly underperforms
KENLI+E, and its average F1-score across datasets is comparable to RoBERTa (row 5). Without

1pypi.org/project/spacy-entity-linker/
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pretraining (row 6), it performs slightly better than RoBERTa overall except for two difficult
datasets ANLI and SNLI-Hard. With pretraining (row 7), its performance is best for the most
difficult dataset ANLI, but slightly lower than or comparable to RoBERTa for the other datasets.
This variance in performance across datasets makes it hard to conclude the benefit of CauseNet in
general cases.

However, according to the inference evaluation, KENLI’s strength is clearer compared to other
models. For example-based inference, KENLI+E (row 8) significantly outperforms the other
models (ANLI-Contain) or performs comparably well (Example-NLI). Its performance is best or
second-best for causality-based inference as well (ANLI-Cause and BECauSE). This suggests
that the benefit of example-related knowledge is not limited to example-based inference only.
Although KENLI+C (rows 6–7) shows comparable performance to RoBERTa for the general
NLI tasks, it consistently outperforms RoBERTa when example- and causality-based inference is
required.

Pretraining KENLI (rows 7 & 9) does not show a conclusive benefit compared to no pretraining
(rows 6 & 8). Particularly for difficult datasets and inference evaluation, KENLI+E without
pretraining (row 8) performs better than pretraining (row 9). The benefit of pretraining for
KENLI+C varies depending on the dataset and inference task, making no substantial difference
overall.

8.4 Evidence Retrieval
Our system for counterevidence retrieval builds on DeSePtion (Hidey et al., 2020), a state-of-
the-art system for the fact extraction and verification (FEVER) task (Thorne et al., 2018). As
Figure 8.1 shows, given a statement to verify, it retrieves and ranks relevant documents, ranks
candidate evidence sentences, and predicts whether the statement is supported, refuted, or neither.
Our main contribution is to strengthen the last stage via our knowledge-enhanced NLI model. In
this section, we first explain individual stages and then describe evaluation settings and results.

8.4.1 Stages
Document Retrieval: In this stage, documents that may contain counterevidence are retrieved.
Given a statement to verify, DeSePtion retrieves candidate documents from Wikipedia in four
ways: (1) using named entities in the statement as queries for the wikipedia library2, (2) using the
statement as a query for Google, (3) TF-IDF search using DrQA (Chen et al., 2017), and (4) some
heuristics. Note that all documents are from Wikipedia, in accordance with the FEVER task.

We make several adaptations that better suit our task. First, in addition to Wikipedia articles, we
also retrieve web documents using Microsoft Bing and Google (wikipedia pages are excluded from
their search results). The three sources provide documents with somewhat different characteristics,
and we will compare their utility in §8.4.4. Second, we use the Spacy Entity Linker to retrieve the
articles of Wikidata entities linked to the statement. And for each linked entity, we additionally

2https://pypi.org/project/wikipedia/
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sample at most five of their instance entities and the corresponding articles. These expanded
articles potentially include counterexamples to the statement3. We will analyze the utility of these
documents. Lastly, we do not use the heuristics.

Document Ranking: Given a set of candidate documents, DeSePtion ranks them using a pointer
net combined with fine-tuned BERT. First, BERT is trained to predict whether each document
is relevant or not, using the FEVER dataset; it takes the concatenation of the page title and the
statement to verify as input. The output is used as the embedding of the document. Next, a
pointer net takes these embeddings of all documents and sequentially outputs pointers to relevant
documents.

In our adaptation, we use RoBERTa in place of BERT. More importantly, we use search snippets
in place of page titles to take advantage of the relevant content in each document provided by search
engines. The ranker is still trained on the FEVER dataset, but since it does not include search
snippets, we heuristically generate snippets by concatenating the title of each Wikipedia page with
its sentence that is most similar to the statement4. This technique substantially improves document
relevance prediction on the FEVER dataset by 7.4% F1-score points. For web documents, we use
search snippets provided by Bing and Google.

The number of retrieved documents varies a lot depending on the search method; the Google
API retrieves much fewer documents than Wikipedia and Bing in general. Since this imbalance
makes it difficult to compare the utility of the different search methods, we make the number of
candidate documents the same across the methods, by ranking documents from different search
methods separately and then pruning low-ranked documents of Wikipedia and Bing. This process
lets the three methods have the same average number of candidate documents per statement (∼8).

Sentence Selection: DeSePtion considers all sentences of the ranked documents. However, web
documents are substantially longer than Wikipedia articles in general, so it is computationally too
expensive and introduces a lot of noise to process all sentences. Therefore, for each statement to
verify, we reduce the number of candidate sentences by selecting the top 200 sentences (among
all ranked documents) whose RoBERTa embeddings have the highest cosine similarity to the
statement.

Relation Prediction: In this stage, we classify whether each candidate sentence is valid coun-
terevidence to the statement to verify. Here, instead of DeSePtion, we simply use an NLI model
as-is5. We compute the probability score that each sentence contradicts the statement and rank

3We considered retrieving web documents in a similar way, using query expansion, but ended up not doing it.
One reason is that search engines already include example-related documents to some extent. For instance, for the
query “Vegan diets can cause cancer”, Bing returns a document with the title “Can the Keto and Paleo Diets Cause
Breast Cancer?”. Another practical reason is that query expansion requires arbitrarily many search transactions that
are beyond the capacity of our resources.

4We combine all token embeddings in the last layer of RoBERTa and measure the cosine similarity between these
vectors.

5The main goal of DeSePtion is to predict the veracity of the statement, rather than whether each sentence supports
or refutes the statement. Thus, it assumes that once the statement is found to be supported or refuted, considering
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sentences by these scores. This simple approach has been found to be effective in information
retrieval (Dai and Callan, 2019).

8.4.2 Data
Input statements to our system come from the two argument datasets in §7.4 collected from the
ChangeMyView (CMV) subreddit and Kialo. On CMV, the user posts an argument, and other
users attempt to refute it often by attacking specific sentences. Each sentence in an argument
becomes our target of counterevidence. On Kialo, the user participates in a discussion for a
specific topic and makes a statement (1–3 sentences) that either supports or attacks an existing
statement in the discussion. We find counterevidence to each statement. To use our resources more
efficiently, we discard CMV sentences or Kialo statements that have no named entities or Wikidata
entities, since they often do not have much content to refute. We also run coreference resolution
for third-person singular personal pronouns using the neuralcoref 4.0 library6. We randomly select
94 posts (1,599 sentences) for CMV and 1,161 statements for Kialo for evaluation.

8.4.3 Evaluation
We evaluate four NLI models. The first three models are directly from §8.3. That is, RoBERTa is
fine-tuned on the NLI data. KENLI+C and KENLI+E are trained with CauseNet and WikidataEx,
respectively, without pretraining. The last baseline is LogBERT, a state-of-the-art model for
argumentative relation classification from Chapter 6. Given a pair of statements, it predicts
whether the first statement supports, attacks, or neither the second statement based on four logical
relations between them, namely, textual entailment, sentiment, causal relation, and normative
relation7. Since LogBERT captures the support and attack relations beyond textual entailment,
this baseline would show whether NLI is sufficient for finding counterevidence.

We collect a ground-truth set of labeled data using MTurk. First, for each statement to refute,
we include in the ground-truth set the top candidate sentence from each model if the probability
of contradiction is ≥ 0.5 (i.e., max four sentences). As a result, the ground-truth set consists of
4,783 (CMV) and 3,479 (Kialo) candidate sentences; they are challenging candidates because at
least one model believes they are valid counterevidence.

Each candidate sentence is scored by two Turkers with regard to how strongly it refutes the
statement (very week=0, week=1, strong=2, and very strong=3). Each candidate sentence is
displayed with the surrounding sentences in the original source document as context, as well as a
link to the source document. If a candidate is scored as both very weak and very strong, these
scores are considered unreliable, and thus is further scored by a third Turker. For each candidate,

more sentences results in the same prediction. This assumption is justified for the FEVER task, where a statement
cannot be both supported and refuted. In real-world arguments, a statement can be both supported and refuted, and
our goal is to find refuting sentences.

6github.com/huggingface/neuralcoref
7For implementation, BERT-base is fine-tuned for the four classification tasks and then for argumentative relation

classification on the Kialo arguments (both normative and non-normative).
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CMV Kialo

Prec Recl F1 τ Prec Recl F1 τ

RoBERTa 48.3 63.6 54.9 0.2 58.0 57.0 57.5 2.2
KENLI+C 48.8 65.0 55.8 1.4 59.0 62.2‡ 60.6‡ 3.8†

KENLI+E 48.9 71.3‡ 58.0‡ 1.5 58.0 65.2‡ 61.4‡ 3.8†

LogBERT 51.4† 61.8 56.1 3.1? 60.0 66.2‡ 62.9‡ 4.5†

Table 8.3: Accuracy of evidence retrieval. For precision, recall, and F1-score, statistical signifi-
cance was calculated using the paired bootstrap against RoBERTa; for Kendall’s τ , the statistical
significance of each correlation value was calculated (p < 0.05?,0.01†,0.001‡).

the mean score s is taken as the ground-truth validity as counterevidence: ‘valid’ if s≥ 1.5 and
‘invalid’ otherwise. More details are described in §8.5.3.

According to the additional question of whether reading the source document is necessary to
make a decision for each candidate, about 40% of answers and 65% of candidates required reading
source documents. This might indicate that three sentences are insufficient for making robust
decisions about counterevidence, but it could also be the case that, since our system checks all
documents and filter them by relevance in earlier stages, it would not benefit much from more
than three sentences.

We use four evaluation metrics on the ground-truth set. Precision, recall, and F1-score are
computed based on whether the model-predicted probability of contradiction for each candidate
is ≥ 0.5. These metrics, however, make the problem binary classification, missing the nuanced
degree of validity for each candidate. Thus, we measure Kendall’s τ between mean validity
scores from human judgments and each model’s probability scores. High τ indicates a good
alignment between the human judgment and the model judgment about the strength of validity of
each candidate.

8.4.4 Results
Table 8.3 summarizes the accuracy of evidence retrieval. Both KENLI+C (row 2) and KENLI+E
(row 3) outperform RoBERTa (row 1) for both CMV and Kialo. The motivation behind KENLI
was to capture statement pairs that require complex inference, by bridging entities with KGs.
As expected, KENLI identifies more instances of contradiction that are missed by RoBERTa, as
indicated by its high recall. The recall of KENLI+E is substantially higher than RoBERTa’s by 7.7
and 8.3 points for CMV and Kialo, respectively, while its improvement of precision is relatively
moderate. KENLI+C has a similar pattern but with a smaller performance gap with RoBERTa.

To see if KENLI-E indeed effectively captures counterevidence that requires example-based
inference, we broke down its F1-score into one measured on candidate sentences for which
KG paths exist between their tokens and the statement’s tokens and one measured on the other
candidate sentences with no connecting KG paths (Figure 8.3). The F1-score gap between KENLI-
E and RoBERTa is substantially higher for the candidate sentences where KG paths exist. The gap
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Figure 8.3: F1-scores of KENLI-E and RoBERTa by the existence of KG paths in candidate
sentences.

of recall is even higher, indicating that KENLI-E indeed captures complex counterevidence more
effectively than RoBERTa. KG paths that benefit KENLI-E the most include “player PART_OF
game”, “Tel Aviv District LOCATED_IN Israel”, and “neurovascular system HAS_PART brain”.
That is, KENLI-E and RoBERTa show the largest accuracy gap for candidate sentences that
include these KG paths.

LogBERT slightly underperforms KENLI+E for CMV, but it outperforms KENLI+E for Kialo,
possibly because LogBERT is trained on arguments from Kialo and may learn argumentative
patterns in Kialo. In contrast to KENLI, LogBERT is notable for relatively high precision
compared to the other models. This is somewhat counterintuitive, because LogBERT uses four
logical relations between two statements (textual entailment, sentiment, causal relation, and
normative relation), which might improve recall substantially by capturing a broad range of
mechanisms for contradiction. Although that may be the case for Kialo as reflected in the high
recall, the four relations rather seem to correct each other, i.e., wrong decisions based on one
relation are adjusted by other relations. All the results so far suggest the promising direction of
combining KENLI and LogBERT: we may be able to capture more instances of contradiction by
incorporating different KGs and, at the same time, improve precision by incorporating different
types of signals (e.g., sentiment). We leave this direction to future work.

According to Kendall’s τ , LogBERT shows the best alignment with human judgments on the
validity scores of candidate sentences among the four models. KENLI shows better correlations
with human judgments than RoBERTa. However, overall correlation values are rather small,
ranging between 0.2% and 4.5%.

The reason that the models have higher accuracy for Kialo than for CMV is not clear. We
analyzed accuracy by the length of refuted statements and by whether the refuted statement is
normative or not, but we did not find conclusive evidence that they are important factors for
accuracy.

Utility of Search Methods: One difference between our system and prior work is that we
retrieved web documents using Bing and Google, whereas no prior work did that to our knowledge.
Hence, comparing candidate sentences from Wikipedia, Bing, and Google will shed light on the
usefulness of the search engines and inform future system designs. Table 8.4 shows candidate

209



CMV Kialo

P R F P R F

Wikipedia 42.4 64.5 51.1 55.1 60.8 57.8
Bing 53.1 66.2 58.9 59.5 63.5 61.4
Google 47.0 64.8 54.5 59.9 62.6 61.2

Table 8.4: Accuracy of counterevidence retrieval by search methods.

sentences retrieved from Bing and Google generally achieve higher F1-scores than those from
Wikipedia. While Wikipedia provides comparably good recall, its precision is substantially lower
than the other methods. This suggests that Wikipedia is a great source of a vast amount of relevant
information, but the other search methods are worth resorting to if one needs more precise and
nuanced counterevidence.

Utility of Document Types: One question we want to answer is: what types of documents
are useful sources of counterevidence to argumentative statements? Prior work focuses mostly
on Wikipedia articles (Thorne et al., 2018; Hua and Wang, 2018), debates (Orbach et al., 2020;
Wachsmuth et al., 2018b), and occasionally news articles (Hua et al., 2019). In contrast, our
candidate sentences come from more diverse types of documents, such as academic papers and
government reports. To analyze the utility of different document types, we first annotated each
candidate sentence with 13 different types using MTurk (Table 8.5). Each network location8 was
tagged by Turkers until the same label was annotated twice; if no such label occurred for five
annotations, we chose the label of the Turker who had the highest acceptance rate. More details
are described in §8.5.4.

First of all, Figure 8.4 shows the distribution of document types for valid counterevidence. A
lot of counterevidence exists in knowledge archives (27–37%), followed by mainstream news
(8–13%), magazines about social issues (7–12%), personal blogs (5–10%), and research journals
(6–8%). This suggests the benefit of using broader types of documents in counterevidence and
fact verification than conventionally used Wikipedia and debates.

Table 8.5 summarizes the F1-score of counterevidence retrieval by document types (averaged
across all models). For both CMV and Kialo, financial magazines and Q&A platforms are useful
document types providing high F1-scores. For CMV, magazines about culture and research
journals are beneficial, while in Kialo, general-domain magazines and forums are useful types.
As we also observed in the earlier analysis of search methods, Wikipedia, which is conventionally
used in fact verification, and mainstream news are relatively less reliable. So are reports that
contain a lot of detailed information.

Attackability: Our system was originally designed in consideration of the scenario where we
counter an argument by first detecting attackable sentences and then finding proper counterevi-

8A network location is generally the part in a URL that directly follows the URL scheme (e.g., “http”) until the
first slash; for instance, “www.cnn.com”, “docs.python.org”.
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Type Description Examples

Mainstream News Mainstream news about daily issues and gen-
eral topics.

www.cnn.com,
www.bbc.com

Research Journal Peer-reviewed papers or dissertations. link.springer.com,
www.nature.com

Report Surveys, statistics, and reports. Should be a
source of substantial data rather than a sum-
mary of reports.

www.whitehouse.gov,
www.irs.gov, www.cdc.gov

Personal Blog Personal blogs. medium.com,
jamesclear.com

Magazine–Psychology Magazines about psychology, mental health,
relationships, family.

www.psychologytoday.com

Magazine–Society Magazines about social and political issues. www.hrw.org,
www.pewresearch.org

Magazine–Finance Magazines about finance, business, manage-
ment.

www.hbr.org

Magazine–Culture Magazines about culture, education, entertain-
ment, fashion, art.

www.vulture.com

Magazine–Scitech Magazines about science, medicine, technol-
ogy.

www.techdirt.com,
www.webmd.com

Magazine–General Magazines about multiple domains. thedickinsonian.com

Knowledge Archives Information archives for knowledge transfer,
such as encyclopedias, books, dictionaries, lec-
tures.

plato.stanford.edu, qui-
zlet.com, www.wikihow.com

Q&A Question and answering platforms. stackoverflow.com,
www.quora.com

Forum Forums for opinion sharing and reviews. www.reddit.com,
www.debate.org

Broken URLs are not accessible.

Table 8.5: Evidence document types.
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Figure 8.4: Distribution of document types for valid counterevidence.

Figure 8.5: F1-scores of counterevidence retrieval by evidence document types.

dence to them. Detecting attackable sentences in arguments has been studied for CMV based on
persuasion outcomes in §7.4. Here, we test if this method can help us find statements for which
counterevidence exists.

We assume that statements in our dataset are attackable if they have at least one candidate
sentence that is valid counterevidence. Figure 8.6 shows the distribution of the attackability
scores of statements for which counterevidence was found (Found) and statements for which no
counterevidence was found (Not Found). As expected, the attackability scores of statements that
have counterevidence are higher than the other statements for both CMV (p = 0.001) and Kialo
(p = 0.003 by the Wilcoxon rank-sum test).

One reason that the attackability scores have high variance is that the attackability detection
model tends to predict scores that are close to either end (0 or 1). This has to do with the binary
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Figure 8.6: Attackability.

classification setting of the problem. One way to rectify this issue is to relax the binary setting
to regression, that is, the model predicts an attackability score on the continuum between 0 and
1. But this introduces the additional challenge of data annotation, since each sentence must
be annotated with the degree of attackability, which requires very careful guidelines to avoid
annotator biases and subjectivity.

The attackability score of each statement has a positive correlation with the number of candidate
sentences that are valid counterevidence, resulting in Kendall’s τ of 5.7% (CMV, p = 0.002) and
8.5% (Kialo, p = 0.006). These results suggest that synergies can be made by integrating our
system with attackability detection to build a complete counterargument generation system. We
leave this direction to future work.

8.5 Appendix: Annotation Tasks

8.5.1 Annotation Principle

For all annotation tasks, we recruited annotators on Amazon Mechanical Turk (MTurk). Partici-
pants should meet the following qualifications: (1) residents of the U.S., (2) at least 500 HITs
approved, and (3) HIT approval rate greater than 97%. Each HIT includes several questions and
one attention question. The attention question asks the annotator to select a specific option, and
we rejected and discarded a HIT if the annotator failed the attention question.

8.5.2 Annotation of Example-Based NLI data

This section describes our method for synthetic building of example-based NLI data that was
augmented with the public NLI datasets in our experiments. The entire process consists of two
steps. First, we generate synthetic example-based pairs using a pretrained language model (§8.5.2).
Next, we annotate their labels using MTurk (§8.5.2).
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ID Statement Perplexity

P a breakdancer man is performing for the kids at school 3.08
P′1 a breakdancer man is performing for the kids at licensed victuallers’ school 2.67
P′2 a breakdancer man is performing for the kids at preschool 2.95
P′3 a breakdancer man is performing for the kids at boys republic 3.09
P′4 a breakdancer man is performing for the kids at language teaching 3.10

Table 8.6: Examples of generated example-based statement and its perplexity measured by GPT2.

Figure 8.7: Example-based NLI labeling page.

Generating Synthetic NLI Pairs

We synthetically generate example-based NLI pairs as follows. Given a pair of P and H in the
public datasets in Table 8.1, we modify P to P′ by replacing an entity that occurs in both P and H
with an incoming entity on WikidataEx. For example, for the following pair

P: “a breakdancer man is performing for the kids at school”
H: “a man is break dancing at a school”

“school” occurs in both P and H, so we may generate P′ by replacing “school” with an instance of
the school (e.g., “preschool”) based on WikidataEx. To avoid broken or implausible sentences,
we retain P′ only if its perplexity is lower than or equal to that of P based on GPT2. Table 8.6
shows examples of synthetically generated P′ and their perplexity. P is the original statement
from the SNLI dataset, and P′1–P′4 are generated statements after the entity “school” is replaced.
The perplexity of P′1 and P′2 is lower than that of the original statement P, so we pair each of them
with H and add the pairs to our synthetic NLI data. However, P′3 and P′4 are discarded because
their perplexity is higher than that of P.

Label Annotation

For each of the generated NLI pairs, we ask annotators whether H is correct or wrong given the
context P′. They can choose from the four options: definitely correct (entail), definitely wrong
(contradict), neither definitely correct nor definitely wrong (neutral), and broken English (Figure
8.7). Each HIT consists of 10 pairs and one attention question. Each pair is labeled by three
annotators and is discarded if the three annotators all choose different labels.
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Original Label

Entail Neutral Contradict

N
ew

L
ab

el Entail 1,698 548 373
Neutral 228 543 139

Contradict 151 302 1,030
Broken 20 15 24

No Majority 336 333 291

Table 8.7: Confusion matrix of example-based NLI data labels.

Analysis

To see how the labels of the generated pairs (P′,H) differ from the labels of their original pairs
(P,H), we manually analyzed 6,031 pairs (Table 8.7). Only 59 sentences were labeled as broken,
meaning that our GPT2-based generation method effectively generates sensible statements P′.
Most original pairs of entailment and contradiction keep their labels, but many of originally
neutral pairs turn to either entailment or contradiction after entity replacement.

8.5.3 Annotation of Evidence Validity
In this task, annotators were asked to mark how strongly each counterevidence candidate sentence
refutes the statement it attempts to refute (i.e., statements from CMV or Kialo). The four options
of strength are very weak, weak, strong, and very strong, with corresponding scores 0, 1, 2, and 3
(Figures 8.8 and 8.9). For each statement from CMV, the entire post is displayed with the target
statement highlighted so the annotator can consider the context of the statement when making
a decision. For each candidate sentence, the annotators should also answer whether reading the
source document is necessary to make a judgment.

Each HIT includes four statements to refute, along with at most four candidate counterevidence
sentences for each statement, and one attention question. Each candidate sentence was labeled
by two annotators. If a candidate sentence was labeled as both very weak and very strong, we
treated the labels as unreliable (146 candidates in 131 sentences from CMV, 71 candidates in 65
statements from Kialo) and allocated a third annotator. We average their scores, which becomes
the candidate sentence’s final strength. The average variance of scores for each candidate sentence
is 0.48, meaning that annotators on average have a score difference less than 1 point.

8.5.4 Annotation of Document Types
In this task, we annotate the type of source document for each candidate sentence. Each annotator
was shown the network location identifier of a URL (e.g., “www.cnn.com”, “docs.python.org”)
and asked to choose the type of the site from 14 categories (Table 8.5 and Figure 8.10). Total
1,987 unique location identifiers were annotated. Each HIT consists of 10 identifiers and one
attention question. Each identifier was annotated until two annotators chose the same category. If

215



Figure 8.8: CMV evaluation page. Refuting Evidence 2 is an attention question.

Figure 8.9: Kialo evaluation page. The second question is an attention question.
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Figure 8.10: Document type annotation page.

there was no such category for five annotators, we selected the decision of the most “trustworthy”
annotator, who had the highest rate of decisions selected for the other identifiers.

8.5.5 Ethical Considerations on Human Annotation
We consider ethical issues on our annotation tasks. The first consideration is fair wages. We
compute the average time per HIT based on a small pilot study, and set the wage per HIT to be
above the federal minimum wage in the U.S. ($7.259). Table 8.8 shows that the expected hourly
wage is higher than the federal minimum wage for all the annotation tasks.

We also preserve the privacy of crowdworkers. We do not ask for their personal information,
such as names and gender. We collect Worker IDs to map each HIT result with the annotator and
to accept or reject their work on MTurk. But the Worker IDs are discarded afterward to preserve
their privacy.

Our annotation tasks are upfront and transparent with annotators. We provide the instruction
manual of each task at the starting page, which informs the annotators of various task information,
such as an estimated time needed for the task. Some annotators complained when their work was
rejected. We generally responded within a business day with evidence of our decision (i.e., their
failure of the attention question).

8.6 Conclusion

In this chapter, we built a counterevidence retrieval system. To allow the system to retrieve
counterevidence that involves complex inference, we presented a knowledge-enhanced NLI model
with specific focus on causality- and example-based inference. The NLI model demonstrates
improved performance for NLI tasks, especially for instances that require the targeted inference.

9https://www.dol.gov/general/topic/wages/minimumwage
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Task # Questions/HIT Time/HIT (secs) Wage/HIT Expected
Hourly Wage

Example-based NLI 10 324 $0.7 $7.78
Evidence Validity – CMV 4 247 $0.5 $7.28
Evidence Validity – Kialo 4 240 $0.5 $7.50
Document Type 10 351 $0.5 $7.79

Table 8.8: Expected hourly wage of each annotation task. All wages are over the federal minimum
wage in the U.S. ($7.25). The number of questions per HIT does not include attention questions.

Integrating the NLI model into the retrieval system further improves counterevidence retrieval
performance, especially recall, showing the effectiveness and utility of our method of incorporating
knowledge graphs in NLI.
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Part IV

Conclusion
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Chapter 9

Conclusion

This thesis began with an urgent call for a better understanding of human reasoning reflected in
language and of methods for incorporating such reasoning and knowledge into computational
models. In response, we studied one of the most common communication modes in human life that
is full of reasoning: argumentation. Overall, the thesis covers three aspects of argumentation, from
individual propositions, to argumentative relations between statements, to counter-argumentation.
Throughout the study, we focused on and tried to shed light on human reasoning reflected in
argumentative text. In addition, in later chapters, we incorporated human reasoning and knowledge
into computational models to improve their performance and fidelity. A lot of parts in this study
are informed by argumentation theory, making a nice connection among argumentation theory,
language technologies, and computational linguistics.

9.1 Summary of Findings
Propositions: Meaning, Types, and Effects In Part I, we examined the building blocks of
argument—asserted propositions—in terms of their meaning, types, and effects. In Chapter 2,
we presented a cascade model to recover asserted propositions in argumentative discourse, by
resolving anaphors, identifying meaningful locutions, recovering implicitly asserted propositions
in reported speech, questions, and imperatives, reconstructing missing subjects, and revising
the output. Our main findings are as follows. Anaphora resolution is crucial for recovering the
semantic information of propositions, and the main bottleneck is to resolve 2nd-person singular
and 3rd-person gender-neutral pronouns. Locution boundaries are often confused around clause
boundaries, but they are generally well identified. Identifying speech source and content from
reported speech is highly reliable, whereas recovering asserted propositions from questions and
imperatives still have a long way to go. They both suffer from a scarcity of training data, and
especially imperatives first need a strong theoretical foundation for data collection. For subject
reconstruction, the tracing method is fairly effective, and the accuracy is bounded mainly by
the robustness of dependency parsing to ill-formed and complex sentences. The final revision
remains mostly grammar error correction, and substantial semantic revision (if needed) may
require significantly different approaches. The recovered asserted propositions allow for a clear
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picture of argumentation structure and provide transparency to downstream tasks.

In Chapters 3–4, we presented a methodology for identifying surface types of propositions
and analyzing their associations with argumentation outcomes. In Chapter 3, we developed
an unsupervised model for learning surface types that underlie a set of dialogues. The main
assumption is that different compound illocutionary acts have different compositions of surface
types at proposition levels, and we can identify such types well via good modeling of compound
illocutionary acts. We additionally assumed that illocutionary acts transition faster than the back-
ground topic of discussion, and each speaker has their own preferences for certain illocutionary
acts. This model demonstrated better performance in identifying illocutionary acts than previous
models and identified reasonable surface types in data.

In Chapter 4, we applied the model on four argumentative corpora: Wikipedia discussions,
political debates on Ravelry, persuasion dialogues on Reddit, and U.S. presidential debates. As a
result, we found 24 generic surface types in argumentation, such as mega-argumentation, feelings,
numbers, and comparison (Table 4.1). Using these surface types, we further conducted case
studies to better understand their associations with argumentation outcomes. Our main findings
are as follows:

• In the case study of Wikipedia discussion, we found that surface types contribute to defining
different roles of Wikipedia editors, and we identified five main roles of Wikipedia editors:
moderator, architect, policy wonk, wordsmith, and expert. Combining these roles yielded
better performance in predicting the success of editing than prior models.

• In the case study of political debates in Ravelry, nine surface types were found to be
perceived inappropriate often in political debates, such as meta-argumentation, argument-
evaluation, direct question, direct mention of the conversation partner, using racial terms,
and expression of feelings. Using these surface types, we found evidence that moderators
in these debates have biases against minority opinions.

• In the case study of persuasion dialogues on Reddit, some surface types were found to
be associated with successful and unsuccessful persuasion. From the persuader’s side,
presenting concrete numbers, references, definitions, different choices, and comparisons are
associated with successful persuasion. From the persuadee’s side, expression of confusion
is related to successful persuasion, but using numbers and emphasizing specific terms are
related to unsuccessful persuasion.

• In the case study of U.S. presidential debates, we found relatively weak associations
between surface types and formation of pro-/counter-arguments. Presenting personal stories
and future needs is more likely to be used to support a claim, whereas expression of
disagreement is used mainly to attack a claim. But other than that, formation of pro-
and counter-arguments is not explained well by surface types; it rather seems to require
understanding the content of propositions.

These case studies provide insights into how people reason and present their ideas in argumentation.
They also show the potential of surface types as an analytic tool for understanding and diagnosing
argumentation, which could be incorporated into decision support systems.
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Argumentative Relations In Part II, we took a step further from individual propositions and
examined argumentative relations (support, attack, and neutral) between statements via the lens of
argumentation schemes and logical mechanisms. In Chapter 5, we addressed a big challenge in
application of argumentation schemes to computational linguistics: annotation. We developed
a human-machine hybrid annotation protocol and applied it to annotation of four main types
of statements in argumentation schemes: normative statement, desire, future possibility, and
reported speech. By training a machine annotator, this protocol allowed for efficient and reliable
annotation for difficult annotation tasks involving complex reasoning and rare occurrences of
positive instances. The machine annotator effectively identified negative instances with high
accuracy, which allowed human annotators to prioritize their resources for the more challenging
task of identifying positive instances. Furthermore, machine annotator can be used to validate final
human annotations, enhancing both the speed and inter-annotator reliability of output annotations.
A case study of these annotations from U.S. presidential debates demonstrates natural affinities
between these statement types to form arguments and argumentation schemes. For example,
people tend to use the same statement type for both claim and premise. In addition, different
parings of statement types result in different argumentation schemes (e.g., normative claim
and premise form practical reasoning and normative claim and future possibility premise form
argument from consequences). The statement types were also used to analyze the rhetorical
strategies of presidential candidates, revealing highly normative tone of democratic candidates.

In Chapter 6, we investigated various mechanisms in argumentative relations between state-
ments. We hypothesized four logical mechanisms informed by computational linguistics and
argumentation theory: factual consistency, sentiment coherence, causal relation, and normative
relation. They were operationalized through semantic modules (classifiers) trained on separate
datasets, which can be seen as exploiting “soft” knowledge embedded in natural-language datasets
and necessary for commonsense reasoning. These mechanisms were found to effectively explain
argumentative relations, especially normative relation and sentiment coherence. Next, they were
incorporated into a supervised classifier through representation learning, showing higher predictive
power than models that do not incorporate these mechanisms or that incorporate the mechanisms
using different methods. The resulting model learns good representations of input arguments
that make intuitive correlations between logical relations and argumentative relations. Alongside
the model itself, we also developed a rich annotation protocol for the argumentation schemes
argument consequences and practical reasoning, which was needed to operationalize normative
relation. The annotation protocol provides reliable inter-annotator agreement and contributes to
the literature of argumentation scheme annotation.

Counter-Argumentation In Part III, we took a closer look at counter-argumentation and studied
counterargument generation as a three-step process: detecting attackable sentences in a target
argument, finding counterevidence to the sentences, and combining the counterevidence to a fluent
and coherent argument. This thesis focused on the first two steps. In Chapter 7, we presented two
computational models to detect attackable sentences in arguments using persuasion outcomes
as guidance. The first model uses neural representations of sentences and jointly models the
attackability of each sentence and the interaction of sentences between attacking and attacked
arguments. The model detects attackable sentences effectively, and modeling the attackability
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improves prediction of persuasion outcomes. The second model turns to a more interpretable
representation of sentences, featurizing various characteristics relevant to sentence attackability.
We found interesting associations between sentence characteristics and attackability. For instance,
seemingly evidenced sentences (e.g., using data, references, and definitions) are more effective
to attack. Although attacking these sentences may require even stronger evidence and deeper
knowledge, arguers seem to change their viewpoints when a fact they believe with evidence
is undermined. It is also very important to identify and address the arguer’s confusion and
uncertainty. Challengers are often attracted to subjective and negative sentences with high arousal,
but successfully attacked sentences have rather lower subjectivity and arousal, and have no
difference in negativity compared to unsuccessfully attacked sentences. Furthermore, challengers
tend to pay less attention to personal stories, while successful attacks address personal stories
more often.

After finding attackable points, in Chapter 8, we built a system for retrieving counterevidence
from various sources on the Web, using Wikipedia, Microsoft Bing, and Google. At the core of
this system is a natural language inference (NLI) system that classifies whether each candidate
sentence is valid counterevidence or not. To overcome the limitation of most NLI systems—
a lack of reasoning abilities—we presented a knowledge-enhanced NLI model that focuses
on causality- and example-based reasoning and incorporates relevant knowledge graphs. The
main idea is to reduce semantic gaps between words used in two statements by bridging them
via a knowledge graph. This NLI model demonstrated improved performance in NLI tasks,
especially for instances that require the targeted reasoning. Integrating this NLI model into the
retrieval system also improved the retrieval performance, especially recall. We also explored the
utility of our argumentative relation classifier from Chapter 6 in this retrieval system, showing
its comparable performance to the knowledge-enhanced NLI model, especially for precision.
The result suggests that different knowledge graphs can help the model enlarge its coverage to
capture nontrivial cases of relations and that different kinds of signals (e.g., sentiment, normative
relation) can help the model make more precise predictions by adjusting its decision based on
different angles. Lastly, we tested our attackability detection model from Chapter 7 in this
task and found that statements with higher attackability scores tend to have more instances of
counterevidence. It suggests the promising direction of combining the attackability detection
model and the counterevidence retrieval system into a complete counterargument generation
system.

9.2 Sensitivity to Argumentation Types and Domains

Argumentative dialogue can be classified into various types, such as persuasion, negotiation,
information-seeking, deliberation, and eristic debates (Walton and Krabbe, 1995). Different
types have different goals and thus different representations of rhetorical strategies. For instance,
information-seeking and pedagogical argumentation may include more pure questions, whereas
eristic debates may face more rhetorical questions. Negotiation and deliberative argumentation
may include more normative and action-oriented statements than information-seeking argumen-
tation. Overall, this thesis aims to cover topics and computational models that are general in

223



argumentation. For instance, the methodology for identifying surface types (Chapter 3) and their
associations with argumentation outcomes (Chapter 4) does not make any assumptions about
the type of argumentation and was applied to four corpora across different types. Similarly,
argumentative relation classification (Chapter 6) aims to focus on the meaning of statements and
identify their relations using logical mechanisms rather than relying on the type of argumentation.

On the other hand, some parts of the thesis may be more sensitive to argumentation types.
For instance, the proposition extraction model (Chapter 2) that is trained on a certain type of
argumentation may not generalize to other types, although the model itself is type-agnostic. One
example is extracting propositions asserted in questions, for which the model was trained and
tested on political debates that include a lot of rhetorical questions than pure questions. In this
case, the model performance is expected to be sensitive to the type of argumentation it is trained
on. In addition, the attackability detection models (Chapter 7) mainly target persuasion dialogue
and use the definition of attackable sentences being sentences that are likely to change the arguer’s
viewpoints when attacked. The thesis, however, does not deeply examine what sentences should
be considered attackable in eristic or deliberative argumentation. Hence, more theoretical and
empirical considerations are necessary to develop fully type-general argumentation technologies.

Regarding domains or topics of argumentation, argumentation generally requires domain-
specific knowledge. Due to different vocabularies and knowledge used in different domains,
most models in this thesis may require domain-specific training data in order to achieve high
performance. An encouraging observation, however, is that a large portion of argumentative
relations is explained by sentiment coherence and normative relation (§6.7.3), which are less
specific to individual domains than factual consistency and causal relation; of course, even
sentiment analysis requires a certain degree of domain knowledge. At the same time, this
observation implies that less normative domains (e.g., scientific discussions) may require more
domain-specific training data. Developing methods that are domain-independent or robust across
domains would be an important future direction.

9.3 Theoretical and Practical Implications

9.3.1 Theoretical Implications for Argumentation Theory and Social Sci-
ences

Argumentation theorists categorize and study argumentative patterns (e.g., argumentation schemes),
but their choice of patterns and study subjects is often based heavily on their instincts. This thesis,
on the other hand, can provide more data-driven and systematic ways of identifying and cate-
gorizing such patterns. For example, the surface type identification model in Chapter 3 aims
to categorize surface types generally used in argumentative dialogue in a data-driven manner,
by imposing certain assumptions like speaker preferences and dependency between consecutive
compound illocutionary acts. As a result, the model identifies 24 generic surface types that
have distinctive lexical and dependency patterns, which have not been presented as such in ar-
gumentation theory to our knowledge. Some of these surface types (e.g., presenting statistics
and references) have already been examined by argumentation theorists (Hoeken and Hustinx,
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2009-10; Janier and Reed, 2017), but many of them have received little attention and remain
understudied despite their prevalence in argumentative discourse (e.g., presenting different choices,
making comparisons). Hence, along with an analysis of associations between surface types and
argumentation outcomes as in Chapter 4, our computational methodology could offer interesting
and data-driven hypotheses about argumentative strategies reflected in surface types and open a
way for theorists to conduct in-depth and qualitative analyses on them.

Argumentation theory has suggested many frameworks to explain argumentative phenomena,
one of which is argumentation schemes. While argumentation schemes are intuitive and plausible,
how much they can explain and constitute actual argumentation in practice has little been verified
empirically and at scale. Our study of logical mechanisms (Chapter 6) reveals that normative
argumentation schemes indeed contribute the most to argumentative relations among several other
mechanisms in a large debate forum. Another framework proposed by argumentation theory is
a taxonomy of argument quality (Wachsmuth et al., 2017a). While such a taxonomy presents
general aspects of argument quality, such as credibility and emotional appeal, more practical and
empirical evidence is still missing as to what kinds of sentences are important to address to change
the arguer’s viewpoint. Our large-scale analysis in Chapter 7 reveals interesting characteristics
of sentences that attract attacks and lead to view changes. For instance, quite counterintuitively,
sentences that are seemingly evidenced by data and references and that have objective tone are
more attackable targets for a view change. On the other hand, challengers are often attracted to
attack negative sentences, but sentiment is not a meaningful factor for view changes.

Parts of the thesis also ask important questions for argumentation theory. For instance, our
proposition extraction model (Chapter 2) draws upon Inference Anchoring Theory (Budzynska
and Reed, 2011) and examines the feasibility and practicality of translating the theory into
computational methods. Our study spots the weakness of theoretical foundation for interpreting
imperatives and provides an initial categorization of verbs depending on the applicability of the
“you-should” theory. This study calls for a need for further theoretical and empirical studies while
suggesting some annotation guidelines.

How to manage successful dialogues is an important topic in communication science. A lot
of research focuses on what factors lead to successful and unsuccessful dialogue in various
settings. Our study of surface types and censorship in debates (§4.5) algorithmically reveals that
certain surface types, such as meta-argumentation and direct questions, are often perceived as
inappropriate in political debates and provides evidence for moderation biases. The authors of this
study are working on a book chapter titled “The Politics of Moderation: Perceived Censorship
in Volunteer-Run Online Communities” for the book “Gendered Digital Labor” published by
Routledge. Similarly, collaboration success in Wikipedia has been a popular subject among social
scientists and information scientists (Kraut et al., 2011). Our study of Wikipedia (§4.4) identifies
five roles of Wikipedia editors—moderator, architect, policy wonk, wordsmith, and expert-based
on surface types and examines combinations of these roles for successful decision-making in
Wikipedia discussions. Lastly, persuasion is a long-standing subject in rhetoric, business, and
economics, and many books suggest different strategies for successful persuasion (Cialdini, 2009).
Our large-scale analysis of persuasion (§4.2.3) examines how surface types used by persuaders and
persuadees have associations with successful persuasion based on a large sample of discussions
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in a real-world online forum. It offers the new insight that successful persuasion is associated
with the persuader’s presentation of numbers, references, and different choices, as well as the
persuadee’s expression of confusion, whereas the persuadee’s use of confusion and emphasis on
specific terms are associated with unsuccessful persuasion. All these studies provide systematic
and data-driven explanations of argumentative phenomena at scale.

In addition, in Chapter 5, we applied our human-machine hybrid annotation protocol and
identified various argumentative styles of U.S. presidential candidates in 2016. The study pro-
vides the new insight that Democratic candidates (Clinton and Sanders) have substantially high
normative tone, whereas Republican candidate Trump has more balanced tone across normativity,
desire, and reported speech. The study also provides a reliable and fast annotation protocol that
communication researchers can adopt to investigate various communication styles in a similar
manner to our study.

9.3.2 Practical Implications
Visualization of argumentative structure is of interest to many. Argument diagramming is a
popular pedagogical tool that more and more educators adopt to teach argumentation skills
(Harrell, 2011). Accordingly, HCI researchers also have built educational systems centered around
argumentation structures (Wambsganss et al., 2020; Scheuer et al., 2010; Pinkwart et al., 2009).
The users of such systems learn from the structures of example arguments, which can greatly
benefit from automated methods for argumentation structure construction like ours in Chapter 6.
Argumentation structure is of interest to the general public as well. For instance, kialo.com is
an online collaborative argumentation platform to “engage in thoughtful discussion, understand
different points of view, and help with collaborative decision-making” in its own words. Each
discussion is represented as an argumentation tree where each node is an asserted proposition(s)
and nodes are connected by the support or attack relation. Using proposition extraction (Chapter 4)
and argumentative relation classification (Chapter 6) to automatically visualize such a tree from a
naturally occurring discussion or debate would be a great helper to many of those users who like a
well-structured representation of argumentation. Kialo also offers educational resources based on
their argumentation trees (kialo-edu.com). News media, such as BBC, have been interested in
analyzing the structure of editorials1 (Figure 9.1) and educating readers to build sound arguments
using support and attack relations2.

Conversation analysis is a field of interest to social scientists and practitioners. Our analysis
of surface types (Chapter 3) and their associations with moderation biases (§4.5), for example,
can inform moderators in debates of their (subconscious) biases and provide an opportunity to
inspect them. The association between surface types and successful persuasion (§4.6) could be
extended to a practical support system that intervenes in ongoing argumentation and guides the
argumentative moves of the arguers for successful persuasion, or could be used for marketing
purposes. Surface type identification may become a useful application in psychotherapy as well,
where cognitive behavior therapy is commonly used to identify certain types of reasoning, such as

1https://evidence-toolkit-moral-maze.pilots.bbcconnectedstudio.co.uk/
2https://www.bbc.co.uk/taster/pilots/moral-maze
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catastrophizing. Automated identification of surface types may help therapists monitor clients’
thought processes at scale (e.g., in daily lives) and make appropriate interruptions.

Detecting attackable sentences (Chapter 7) have potential use cases in editing tools (e.g.,
Grammarly) and essay scoring tools (Burstein, 2003). Such tools aim to spot and improve
weaknesses of writing, and our attackability models may be able to serve that purpose at scale.
Another area of practical applications is combating fake news. Fake news is an important
societal issue today, and many efforts have been made to fight against it. The counterevidence
retrieval system in Chapter 8 can clearly contribute to this effort, by retrieving counterevidence to
statements we want to verify. This system may be of interest to security sectors in governments
(Roudik et al., 2019), news media like BBC3, and social media like Facebook4.

Overall, argumentation is a common communication mode in human life. Hence, complete
conversational AI (e.g., Amazon Alexa) and decision support systems would eventually need the
ability to argue in decision-making. IBM recently has developed Project Debater, an AI system
that debates with people on different topics (Slonim et al., 2021). A lot of information in the
world is more nuanced than either right or wrong, and assessing such information requires diverse
perspectives. In my view, AI technology will advance from delivering the right information to
delivering a means to navigate and assess information. Therefore, the research on computational
argumentation in this thesis hopefully provides important building blocks and techniques toward
such practical AI systems.

9.4 Future of Argumentation Technology with Advanced Lan-
guage Models

Today neural network models are fast developing, and traditional models have been outperformed
by pretrained language models, such as BERT (Devlin et al., 2018). I believe that such advanced
language models would increase the capacity of argumentation models, since they contain lin-
guistic information and knowledge useful in argumentation. Especially syntax-oriented tasks like
proposition extraction in Chapter 2 may benefit a lot from such language models. For example,
we ran a post hoc analysis for question transformation (§2.5.4) using an advanced pretrained trans-
former model T5 (Raffel et al., 2019). In contrast to our original experiment, where a rule-based
method outperformed a BiLSTM-based model, T5 effectively learned to translate questions to
asserted propositions from a small size of data and outperformed the rule-based method. This evi-
dence supports that pretrained language models are indeed quite data-efficient for syntax-oriented
tasks. Similarly, we found that neural networks perform well for many components in the cascade
model, such as locutions (§2.5.2) and reported speech (§2.5.3). Therefore, I see it a promising
direction to replace the entire cascade model with an end-to-end neural network.

More semantic-oriented tasks like argumentative relation classification (Chapter 6) can also
benefit from pretrained language models. In many experiments in this thesis, transformer models
outperform non-transformer baselines that were previously state-of-the-art models. Furthermore,

3https://www.bbc.co.uk/taster/pilots/evidence-toolkit-moral-maze
4https://www.facebook.com/formedia/blog/working-to-stop-misinformation-and-false-news
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Figure 9.1: The Evidence Toolkit by BBC.
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some parts of these tasks can be done in a very data-efficient way by levering those models. For
instance, we collected a relatively few annotations (1,000 instances) for normative argumentation
schemes in Chapter 6, and BERT trained on them operationalized normative relation quite
effectively.

Although advanced language models show some promising data efficiency, data collection
itself still remains very challenging in many argumentative tasks, and this could be a significant
bottleneck. For example, we currently lack a strong theoretical foundation for asserted propositions
in imperatives (§2.5.5), which makes it hard to even collect small data for this rhetorical device.
Hence, I think it is still important to zoom in on individual components in an argumentative
phenomenon as much as we can, understand linguistic phenomena there, and identify what’s
missing and what should be done further. This takes a long time; the annotation of statement types
in Chapter 5 took about six months and the annotation of argumentation schemes in §6.5 took
almost seven months, despite their relatively small sizes. Tasks that do not have solid theoretical
foundations may take even longer. It is hopeful, however, that once we collect well-representative
and solid data, we may be able to take advantage of the power of pretrained language models in
efficient ways.

Despite the positive side of advanced pretrained language models, we do not have strong
evidence that such language models would suffice without argumentation-specific representations
in all argumentative tasks. Rather, there has been evidence that explicit integration of reasoning
improves the argumentative capability of the language models. For example, GPT trained on
deductive arguments better completes conclusions of arguments (Betz, 2020), and incorporating a
knowledge graph about commonsense, such as cause-effect relations, improves predicting unseen
events (Sap et al., 2019).

In addition, the good performance of neural models often comes at the cost of potentially
spurious behavior behind the scenes. Especially for complex and semantic-oriented argumentative
tasks, large pretrained language models have been found to overly rely on spurious cues. For
example, a BERT-based model selects valid warrants for claims by picking up on annotation
biases, such as use of negation (Niven and Kao, 2019), and stance detection models rely heavily
on the sentiment of statements (Allaway and McKeown, 2020). All this evidence suggests that
language models alone may not be sufficient for truthful argumentation technology. Some nice
effects of imposing inductive biases and manipulating internal representations are to alleviate the
model’s dependency on such cues, as we trained our model on several logic tasks (Chapter 6), and
to enable the model to use useful resources, as we infused external knowledge graphs into our
model (Chapter 8). Another aspect to consider is that the success of argumentation depends on
the participants and their value systems. Hence, psychology and mind games play an important
role in certain argumentation, and inductive biases may still be useful to handle the complexity.

9.5 Future Directions

Causal Inference Our findings and model outcomes can potentially be integrated into a practical
decision support system. For example, in Chapter 4, we identified various surface types and
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Figure 9.2: Representation of causal relationships.

how they are associated with different argumentation outcomes, such as successful persuasion.
Based on the findings, a decision support system can intervene in ongoing argumentation and
guide the argumentative moves of the speakers toward desirable outcomes. In order to translate
these findings to a practical system, however, it is imperative to establish their causal impact
on outcomes, beyond mere correlations. There is a growing literature on causal inference from
observational text data (Egami et al., 2018; Zhang et al., 2020; Pryzant et al., 2020).

For instance, our work on detecting attackable sentences in arguments (Chapter 7) could be
extended to find the causal effects of sentence characteristics on the arguer’s view change. One
possible approach is as follows. Let T be a continuous or binary variable that represents a
characteristic of attacked sentences (e.g., sentiment score or being a question) and Y be the
outcome of whether the attack is successful or not (e.g., whether the attacked arguer’s view is
changed or not). Our goal is to establish the causal effect of T on Y . However, the refutation text
of the challenger W is a backdoor path from T to Y , since the characteristics of attacked sentences
affect the content of the refutation, and the refutation affects the outcome of the attack. There
are also external factors C that influence Y , such as the displayed reputation of the challenger
(Manzoor et al., 2020). The relations among these variables can be represented graphically as in
Figure 9.2.

Now, the average treatment effect (ATE) for a unit value of the treatment T (∆t) is
ψ = E[Y ;T = t]−E[Y ;T = t−∆t]
= EW,C[E[Y ;T = t,W ]−E[Y ;T = t−∆t,W ]]

=
1
N

N

∑
i=1
{P(Y = 1|T = ti,wi)−P(Y = 1|T = ti−∆t,wi)},

where i = 1, · · · ,N is the ith instance in the data, ti is the treatment value, and wi is the challenger’s
text. Note that a binary treatment can be handled naturally by setting ∆t = 1. For simplicity,
we assume that T is accurately measurable. We estimate P(Y = 1|T,W ) by training a neural
classifier fθ : T,W → Y with trainable parameters θ (a model like BERT). Classifier errors may
underestimate the effect size of the treatment but does not change the sign as long as the classifier
is better than chance (Pryzant et al., 2020). We may improve the model by taking into account
propensity scores and training the classifier with the additional objective to predict W (Shi et al.,
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2019).

Argument Generation In Chapter 8, we built a counterevidence retrieval system. This system
uses an NLI model to classify whether a candidate sentence entails, contradicts, or neither the
input statement. Hence, the retrieval system can easily be extended to retrieve supporting evidence
as well. This thesis did not cover combining retrieved evidence to make a fluent and coherent
argument. There are at least two relevant fields in that direction. The first is natural language
generation via retrieve-and-edit methods (Hossain et al., 2020; He et al., 2020b). Instead of
generating text from a vector, these methods use existing text as a backbone and generate new text
based on it. In our task, retrieved evidence statements may be used as a quality backbone. Another
relevant field is to incorporate rhetorical strategies into argument generation (Wachsmuth et al.,
2018a; Hua et al., 2019). Generating persuasive arguments requires prioritizing different pieces of
evidence to suit the characteristics of the listener (Longpre et al., 2019; Durmus and Cardie, 2018,
2019). Eventually, we will need an evaluation method that is scalable and effectively measures the
quality or impact of generated arguments. Recent studies on argument generation rely heavily on
human evaluation or similarly-based metrics (Hua and Wang, 2018; Durmus and Cardie, 2018). A
good evaluation metric may combine various aspects of argument, such as factuality (Goodrich
et al., 2019) and personality traits of listeners (Shmueli-Scheuer et al., 2019).
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