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Abstract

We interact with computers everyday. Although the user experience of operating
a computer has never been easier nowadays, there are still hurdles that prevent
users from making use of their full potential. One such example is the learning curve
of programming languages. Programmers have always dreamt of easier and more
intelligent tools to assist them with their work, and thus make developing more
effortless. End users that do not know how to program would also benefit from a
more natural way of instructing computers to accomplish certain customized tasks,
i.e., transforming computers into their personal agents that complete various tasks
with high level of autonomy and instruction-following ability. This sharply contrasts
to how effortlessly we communicate our goals and desires in natural language such
as English.

In this thesis, we propose to bridge natural language with programming language
and executable actions in daily life online environments. The anticipated outcomes
of this work aim to construct models, environments and evaluations for both code
generation tasks for programming jobs and large language model (LLM) agents for
online daily life and workplace, with a special focus on utilizing large data sources
and external knowledge for model pre-training and retrieval-augmented models.
We examine the problem from four perspectives that constitute the four parts of the
dissertation. In the first part we explore pre-training for code generation models.
Next, in the second part we perform human study of code generation. Then, in the
third part we improve retrieval-augmented models. Finally, In the fourth part we
explore interactive use of LLMs as agents.
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Chapter 1

Introduction

We interact with computers everyday. Although the user experience of operating a computer has
never been easier nowadays, there are still hurdles that prevent users from making use of com-
puters’ full potential. One such example is the learning curve of programming languages [355].
Programmers have always dreamt of easier and more intelligent tools to assist them with their
work, and thus make developing more effortless. End users that do not know how to program
would also benefit from a more natural way (sometimes called “natural programming” [292]) of
instructing computers to accomplish certain customized tasks [240, 314], e.g., helping financial
specialists with complex data analysis, enabling users to use computers as natural language
personal assistants for online activities like shopping, or improve the accessibility of the cur-
rent user interface via natural language instructions [234, 374]. This sharply contrasts to how
effortlessly we communicate our goals and desires in natural language such as English.

Despite early skepticism towards the idea of “natural language programming” [89], re-
searchers now widely agree on a range of scenarios where it can be useful to be able to formulate
instructions using natural language and have the corresponding source code snippets automati-
cally produced. For example, software developers can save keystrokes or avoid writing dull pieces
of code [108, 297, 351, 429]; and non-programmers and practitioners in other fields, who require
computation in their daily work, can get help with creating data manipulation scripts [131, 224].
Students can have access to more advanced tutoring systems that allow interaction in natural
language [387], or instructors can get help grading programming assignments [324, 331]. This
motivation started early research in constructing natural language interface [126, 154, 305] to
computers to provide better human-computer interaction than graphical user interface. There
were also lines of research for creating natural language interface to database so that end users
without SQL and database schema knowledge could query the database and do data analysis
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with natural language commands [19, 155, 177, 491]. In this thesis, we examine the problem
from four perspectives: 1) pre-training for code generation (Part I), 2) human study of code
generation (Part II), 3) study of retrieval-augmented models (Part III) and 4) interactive use of
LLMs as agents (Part IV).

1.1 Pre-training for Code Generation

Pretraining for code generation models. Coding is among one of the most important ways
of interacting with computer systems. My first line of work is closely aligned with both natural
language and software engineering, and the bridging between the two. The eventual goal is
to enable machine learning models to capture the procedural and intent semantics of the natural
language commands, to understand the semantics and structures of programming languages,
and to bridge the two drastically different domains of languages together, so that users could use
natural language to instruct the computers in the future. A great part of software development
involves conceptualizing or communicating the underlying procedures and logic that needs
to be expressed in programs. One major difficulty of programming is turning concept into
code, especially when dealing with the APIs of unfamiliar libraries. A key application at the
intersection of the two domains is natural language to code generation, where a user gives a
natural language intent and the model generates a code snippet that satisfies the user need.

When I first started the thesis in 2019, one of the main research focus in the field, semantic
parsing, the task of generating machine executable meaning representations from natural
language (NL) intents, has generally focused on limited domains [81, 479], or domain-specific
languages with a limited set of operators [36, 91, 216, 244, 336, 472, 473, 474, 491]. However,
recently there has been a move towards applying semantic parsing to automatically generating
source code in general-purpose programming languages [3, 248, 458, 461, 469]. Automatically
generating general domain programs given natural language is considered more generalized
semantic parsing. Prior work in this area [92, 172, 250, 337, 397, 435, 462, 465, 467] used a
variety of models, especially neural architectures, to achieve good performance. Many of these
existing efforts in NL to code generation involve using large amounts of annotated data to train
sequence-to-sequence models in a supervised fashion. Recognizing that such parallel data is
costly, and motivated by the intuition that developers usually retrieve resources on the web
when writing code, we proposed a method of incorporating two varieties of external knowledge
into NL-to-code generation (Chapter 2): automatically mined NL-code pairs from the online
programming QA forum StackOverflow and programming language API documentation [439].
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We first pretrained the model on noisy mined data and then finetune on clean annotated data.
The previous best model already can generate basic functions and copy strings/variables to the
output, but we observed that incorporating external knowledge improves the results in two
main ways: 1) better argument placement for APIs, and 2) better selection of which API call
should be used for a certain intent. We can also see that the NL to code generation task is still
challenging, especially with more complex intents that require nested or chained API calls, or
functions with more arguments. We were also among the first to utilize pretraining to improve
code models.

Era of large languagemodels. Previously we focus on improving sequence-to-sequence task-
specific models trained in supervised fashion, and now we explore a more general form of using
language models to represent and generate code. As time went on, large language models (LMs)
of code have recently shown tremendous promise in completing code and synthesizing code
from natural language descriptions. Language models (LMs) assign probabilities to sequences of
tokens, and arewidely applied to natural language text [27, 35, 54]. Around 2021, LMs have shown
impressive performance in modeling also source code, written in programming languages [13,
152, 158, 193]. These models excel at useful downstream tasks like code completion [351] and
synthesizing code from natural language descriptions [87]. The current state-of-the-art large
language models for code, such as Austin et al. [24], have shown significant progress for AI-based
programming assistance. Most notably, one of the largest of these models, Codex [65] has been
deployed in the real-world production tool GitHub Copilot1, as an in-IDE developer assistant
that automatically generates code based on the user’s context.

Despite the great success of large language models of code, the strongest models are not

publicly available. This prevents the application of these models outside of well-resourced
companies and limits research in this field for low-resourced organizations. For example, Codex
provides non-free access to the model’s output through black-box API calls,2 but the model’s
weights and training data are unavailable. This prevents researchers from fine-tuning and
adapting this model to domains and tasks other than code completion. The lack of access to
the model’s internals also prevents the research community from studying other key aspects of
these models, such as interpretability, distillation of the model for more efficient deployment,
and incorporating additional components such as retrieval.

Several medium to large-sized pre-trained language models were publicly available at the
1https://copilot.github.com/
2https://openai.com/blog/openai-codex/
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time, such as GPT-Neo [39], GPT-J [415] and GPT-NeoX [40]. Given the variety of model sizes
and training schemes involved in these models and lack of comparisons between these, the
impact of many modeling and training design decisions remains unclear. We presented a first
systematic evaluation of existing models of code – Codex, GPT-J, GPT-Neo, GPT-NeoX, and
CodeParrot – across various programming languages (Chapter 3). We aim to shed more light on
the landscape of code modeling design decisions by comparing and contrasting these models, as
well as providing a key missing link: thus far, no large open-source language model was trained
exclusively on code from multiple programming languages. We provide three such models,
ranging from 160M to 2.7B parameters, which we release under the umbrella name “PolyCoder”,
which at the time were the largest open-source code-specific pretrained language models. We
perform an extensive comparison of the training and evaluation settings between PolyCoder,
open-source models, and Codex. We evaluate the models on the HumanEval benchmark [65] and
compare how domodels of different sizes and training steps scale, and how different temperatures
affect the generation quality. Finally, since HumanEval only evaluates the natural language
to Python synthesis, we curate an unseen evaluation dataset in each of the 12 languages, to
evaluate the perplexity of different models.

Although most open models at the time performed worse than OpenAI’s Codex, we hope
that this systematic study helps future research in this area to design more efficient and effective
models. More importantly, through this systematic evaluation of different models, we encouraged
the community to study and release medium-large scale language models for code. We believed
that our efforts were a significant step towards democratization of large language models of code.
Today, we have seen this goal come true, as more and more open-source large language models
have come out, many including code understanding and generation ability, e.g., LLAMA [404],
CodeGen [301, 302], SantaCoder [6], StarCoder [236], Code Llama [363].

1.2 Human Study of Code Generation Models

From previous work, including that described above, we see improvements of code generation
or retrieval performance on benchmark datasets over the time. However, these have primarily
been evaluated purely based on retrieval accuracy or surface form overlap of generated code
with developer-written code. For example BLEU score, which is a standard metric on some code
generation tasks [468], is not necessarily a good proxy of the quality of generated code, as it
only captures the surface token-based similarity with the ground truth, without considering the
syntax, semantics, and runtime correctness of the code. For example, an empirical study on code
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migration by Tran et al. [406] showed that the BLEU [315] accuracy score commonly used in
natural language machine translation has only weak correlation with the semantic correctness of
the translated source code [406]. The actual effect of these methods on the developer workflow
is surprisingly unattested, and thus we asked a crucial question: are these models good enough
to be useful to actual developers?

To answer this question, we conducted a user study on in-IDE natural language to code
generation, where we perform the first comprehensive investigation of the promise and chal-
lenges of using such technology inside an IDE, asking “at the current state of technology does
it improve developer productivity or accuracy, how does it affect the developer experience,
and what are the remaining gaps and challenges?” (Chapter 4) We answer 3 concrete research
questions: 1) How does using a NL2Code developer assistant affect task completion time and
program correctness? 2) How do users query the NL2Code assistant, and how does that associate
with their choice of generated vs retrieved code? 3) How do users perceive the usefulness of the
in-IDE NL2Code developer assistant?

To facilitate the study, we first developed a plugin for the PyCharm IDE that implements a
hybrid of code generation and code retrieval functionality, and orchestrate virtual environments
to enable collection of many user events (e.g. web browsing, keystrokes, fine-grained code edits).
We asked developers with various backgrounds to complete 7 varieties of 14 Python programming
tasks ranging from basic file manipulation to machine learning or data visualization, with or
without the help of the plugin. While qualitative surveys of developer experience were largely
positive, quantitative results with regards to increased productivity, code quality, or program
correctness were inconclusive. Further analysis identified several pain points that could improve
the effectiveness of future machine learning-based code generation/retrieval developer assistants,
and demonstrated when developers prefer code generation over code retrieval and vice versa.
What this study made clear is that while these tools have significant potential, there are many
open research questions that need to be tackled to make them practical.

1.3 Study of Retrieval-Augmented model Models

Retrieval-augmented model deep dive. One of the key pain point we discovered from the
human study is that previous code generation models often lacks context. The study suggests
that some queries may be better answered through code retrieval techniques, and others through
code generation. Sometimes it is required to consider the user’s local workspace context as part
of the input. On some occasions, it is better to refer to the programming library documentations
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and relevant open-source projects on the internet for more accurate code snippets.
This problem leads us to dive into studying retrieval-augmented language models. At the

time, most current neural LMs are based on parametric neural networks, using RNN [282] or
Transformer [413] architectures. These models make predictions solely using a fixed set of
neural network parameters. Then, more and more neural LMs also incorporate non-parametric

components [123, 135, 147, 200], or “retrieval-augmented LMs” [14, 44, 123, 135, 147, 201],
which usually first select examples from an external source and then reference them during
the prediction. For example, Khandelwal et al. [200] model the token-level probability by
interpolating the parametric LM probability with a probability obtained from the nearest context-
token pairs in an external datastore. Using such non-parametric components in LMs is beneficial
because the model no longer needs to memorize everything about the language in its parameters.
One of the most surprising results from Khandelwal et al. [201] is that kNN-LM reduces the
perplexity of the base LM even when the kNN component is retrieving examples from the same

training set that the LM was originally trained on, indicating that kNN-LM improves the ability to
model the training data and is not simply benefiting from access to more data. Intrigued by this
finding, we wonder why does kNN-LM work, and how does it improve already-trained strong
transformer-based models? We set out to understand why kNN-LMs work even in this setting
and concluded with some most important contributing factors to the improvement, as well as
sharing many failed hypotheses for future insight (Chapter 6).

With more insights and better understanding of how non-parametric language models work,
we could now incorporate retrieval with generation in these language models. To tackle the
problem of code generation models at the time lacks user context when used inside an IDE,
we explore the importance of structural locality in models of code (Chapter 5). Structural
locality (e.g., article and section levels, code path in project directories, etc.) is a ubiquitous
feature of real-world datasets, wherein data points are organized into local hierarchies. We
explore utilizing this structural locality within non-parametric language models, which generate
sequences that reference retrieved examples from an external source [199]. The intuition is that
source code files that are under the same project may be more useful for reference than random
source code found on the Internet. We propose a simple yet effective approach for adding
locality information into such models by adding learned parameters that improve the likelihood
of retrieving examples from local neighborhoods. Experiments on two different domains, Java
source code and Wikipedia text, have demonstrated that locality features improve model efficacy
over models without access to these features, with interesting differences. We also performed
an analysis of how and where locality features contribute to improved performance and why
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the traditionally used contextual similarity metrics alone are not enough to grasp the locality
structure.

Retrieval-augmentedmodel applications With the discoveries in non-parametric language
models, we turn to the applications of such retrieval-augmented methods in code generation
domain. Many existing code generation models either learn directly from input-output pairs
provided as training data [11, 13, 53, 173, 423, 439, 463], or learn the mapping between input
and output implicitly from naturally occurring corpora of intertwined natural language and
code [24, 300]. Nevertheless, all these works assume that all libraries and function calls were

seen in the training data; and that at test time, the trained model will need to generate only seen

libraries and function calls. However, new functions and libraries are introduced all the time,
and even a seen function call can have unseen arguments. Thus, these existing models inherently
cannot generalize to generate such unseen usages. In contrast to these existing models, human
programmers frequently refer to manuals and documentation when writing code [229, 304].
This allows humans to easily use functions and libraries they have never seen nor used before.
Inspired by this ability, we propose DocPrompting: a code generation approach that learns to
retrieve code documentation before generating the code (Chapter 7).

In natural language domain, retrieval augmented LMs commonly use a retrieve-and-generate
setup where they retrieve documents based on the user’s input, and then generate a complete
answer conditioning on the retrieved documents [63, 137, 174, 176, 182, 223, 226, 232, 295, 333,
364, 380]. Long-form generation (e.g., long answer QA, summarization, etc.) presents complex
information needs that are not always evident from the input alone. Similar to how humans
gradually gather information as we create content such as papers, essays, or books, long-
form generation with LMs would require gathering multiple pieces of knowledge throughout the

generation process. Based on this intuition, our goal is to create a simple and generic retrieval
augmented LM that actively decides when and what to retrieve throughout the generation process,
and are applicable to a variety of long-form generation tasks. We propose Forward-Looking
Active REtrieval augmented generation (FLARE) (Chapter 8). FLARE iteratively generates a
temporary next sentence, use it as the query to retrieve relevant documents if it contains low-
probability tokens and regenerate the next sentence until reaches the end. It is applicable to any
existing LMs at inference time without additional training.
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1.4 From Code Generation to LLM Agents

Throughout my thesis, prior work mostly focus on generating general domain programs given
natural language. However, another important part of the over-arching goal of interacting with
computers via natural language is to make computers as personal agents that execute tasks that
are not limited to programming, but rather actually operating the computer graphical interface
as if the agent is human: e.g., online shopping, spreadsheet analysis, document management,
etc. During the course of my thesis work, large language models, as well as generative AI has
gone through significant development. Latest large language models such as OpenAI’s GPT-4
have shown impressive zero-shot ability in many tasks and domains [56]. With advances in
generative AI, there is now potential for autonomous agents to manage daily tasks via natural
language commands. Autonomous agents that perform everyday tasks via human natural
language commands could significantly augment human capabilities, improve efficiency, and
increase accessibility.

However, current agents are primarily created and tested in simplified synthetic environ-
ments, leading to a disconnect with real-world scenarios. Current environments for evaluat-
ing agents tend to over-simplify real-world situations. As a result, the functionality of many
environments is a limited version of their real-world counterparts, leading to a lack of task
diversity [18, 121, 283, 379, 383, 384, 450]. In addition, these simplifications often lower the
complexity of tasks as compared to their execution in the real world [332, 383, 450]. Finally, some
environments are presented as a static resource [85, 379] where agents are confined to accessing
only those states that were previously cached during data collection, thus limiting the breadth
and diversity of exploration. For evaluation, many environments focus on comparing the textual
surface form of the predicted action sequences with reference action sequences, disregarding the
functional correctness of the executions and possible alternative solutions [85, 179, 243, 332, 442].
These limitations often result in a discrepancy between simulated environments and the real
world, and can potentially impact the generalizability of AI agents to successfully understand,
adapt, and operate within complex real-world situations.

At the beginning, we focused on automating web browsing tasks as they cover a large
amount of daily tasks from online shopping to sending emails. To kickstart research in agents
for goal-oriented web browsing tasks, we created WebArena, a realistic and reproducible web
environment designed to facilitate the development of autonomous agents capable of executing
tasks (Chapter 9). Our environment comprises four fully operational, self-hosted web applica-
tions, each representing a distinct domain prevalent on the internet: online shopping, discussion
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forums, collaborative development, and business content management. It introduces a multi-step,
long action horizon execution-based evaluation benchmark on interpreting high-level realistic
natural language commands to concrete web-based interactions. It is also complemented by an
extensive collection of documentation and knowledge bases that vary from general resources like
English Wikipedia to more domain-specific references, such as manuals for using the integrated
development tool [101]. The content populating these websites is extracted from their real-world
counterparts, preserving the authenticity of the content served on each platform.

Along with WebArena, we also release a ready-to-use benchmark with 812 long-horizon
web-based tasks. Each task is described as a high-level natural language intent, emulating the
abstract language usage patterns typically employed by humans [38]. We focus on evaluating
the functional correctness of these tasks, i.e., does the result of the execution actually achieve the
desired goal. This evaluation is not only more reliable [65, 425, 490] than comparing the textual
surface-form action sequences [85, 332] but also accommodate a range of potential valid paths
to achieve the same goal, which is a ubiquitous phenomenon in sufficiently complex tasks.

We use this benchmark to evaluate several agents that can follow NL command and perform
web-based tasks. These agents are implemented in a few-shot in-context learning fashion with
powerful large language models (LLMs) such as GPT-4 and PALM-2. Experiment results show
that the best GPT-4 agent performance is somewhat limited, with an end-to-end task success
rate of only 14.41%, while the human performance is 78.24%.

These outcomes underscore the necessity for further development towards robust and
effective agents [225]. Based on the limited performance for the current state-of-the-art systems
in our benchmark, we follow up with several directions of work in improving the ecosystem
around LLM agents. Even though web browsing is a natural way of interacting with computers
for humans, it may not necessary be the best interface for LLM agents, as the representation of
the current webpage, either being HTML source code or screenshots are sometimes too complex
and contains a lot of irrelevant distractors for LLM consumption. Besides, they also tend to take
up a lot of valuable context length available to the LLM input. At the same time, software is one
of the most powerful tools that we humans have at our disposal; it allows a skilled programmer
to interact with the world in complex and profound ways. We argue that APIs may provide
more concise information with better machine readability for LLM agents. Coding and web
browsing combined in agents provide the best of both worlds. We first build an agent platform
and framework to facilitate this. We introduce OpenHands (f.k.a. OpenDevin), a platform for the
development of powerful and flexible AI agents that interact with the world in similar ways to
those of a human developer: by writing code, interacting with a command line, and browsing the
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web. The platform allows for the implementation of new agents, safe interaction with sandboxed
environments for code execution, coordination between multiple agents, and incorporation of
evaluation benchmarks.

Now with an agent framework that enables both coding and browsing, we then explore if
there will be a gain with a hybrid agent combining the best of both web browsing and API calling.
What if we were to take tasks traditionally tackled by browsing agents, and give AI agents access
to APIs? To do so, we propose two varieties of agents: (1) an API-calling agent that attempts to
perform online tasks through APIs only, similar to traditional coding agents, and (2) a Hybrid
Agent that can interact with online data through both web browsing and APIs. In experiments
on WebArena, a widely-used and realistic benchmark for web navigation tasks, we find that
API-based agents outperform web browsing agents. Hybrid Agents out-perform both others
nearly uniformly across tasks. These results strongly suggest that when APIs are available,
they present an attractive alternative to relying on web browsing alone, further confirming our
hypothesis of building unified platform with access to both API (through coding) and browsing
(through web browsers). All these series of work on the agent framework and agents beyond
simple browsing is detailed in Chapter 10.

Finally, with an agent with access to both coding and browsing, in theory the agent is capable
of completing much more complex tasks than simple daily online chores. As a result, we need a
more advanced benchmark to test the capability of such agents. WebArena is a first step for
evaluating web agents on actual tasks that people perform in every-day life. In constructing
WebArena, we took a semi-systematic approach of viewing the browsing history of the research
team and choosing tasks that reflected the types of tasks that we did in our everyday life. There
are several obvious issues with this if we want to evaluate web agents with broader implications:

1. Despite some grounding in realistic data, the process of creating tasks from this data was
quite heuristic, and no consideration was made for how important or time consuming the
tasks are.

2. The tasks are biased towards those important for academics in computer science, and not
reflective of tasks performed by the entire population.

3. The tasks are relatively more towards everyday life topics instead of professional topics.

We then propose a new benchmark, TheAgentCompany, significantly evolving previous
WebArena-like benchmarks to a broader variety of tasks motivated by tasks performed during
real-world work. The goal is to create a realistic, reproducible, executable benchmark and
environment suite that tests agents’ ability in performing tasks in professionals’ work time from
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various fields, such as software engineers, designers, analyst, managers, etc. The existing agent
benchmark mostly focused on daily life scenarios, or coding-only scenarios, and cannot test the
expert domain knowledge and compositional complexities required in many professional tasks.
The benchmark is described in more detail in Chapter 11.
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Part I

Pre-training for Code Generation
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Chapter 2

Incorporating External Knowledge
through Pre-training for Natural
Language to Code Generation

Open-domain code generation aims to generate code in a general-purpose programming language
(such as Python) from natural language (NL) intents. Motivated by the intuition that developers
usually retrieve resources on the web when writing code, we explore the effectiveness of
incorporating two varieties of external knowledge into NL-to-code generation: automatically
mined NL-code pairs from the online programming QA forum StackOverflow and programming
language API documentation. Our evaluations show that combining the two sources with data
augmentation and retrieval-based data re-sampling improves the current state-of-the-art by up
to 2.2% absolute BLEU score on the code generation testbed CoNaLa. The code and resources
are available at https://github.com/neulab/external-knowledge-codegen.

2.1 Introduction

Semantic parsing, the task of generating machine executable meaning representations from
natural language (NL) intents, has generally focused on limited domains [81, 479], or domain-
specific languages with a limited set of operators [36, 91, 216, 244, 336, 472, 473, 474, 491].
However, recently there has been a move towards applying semantic parsing to automatically
generating source code in general-purpose programming languages [3, 248, 458, 461, 469]. Prior
work in this area [92, 172, 250, 337, 397, 435, 462, 465, 467] used a variety of models, especially
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Figure 2.1: Our approach: incorporating external knowledge by data re-sampling, pre-training
and fine-tuning.

neural architectures, to achieve good performance.

However, open-domain code generation for general-purpose languages like Python is chal-
lenging. For example, given the intent to choose a random file from the directory contents of the

C drive, ‘C:\\’, one would expect the Python code snippet random.choice(os.listdir(‘C:\\’)),
that realizes the given intent. This would involve not just generating syntactically correct
code, but also using (and potentially combining) calls to APIs and libraries that implement
some of the desired functionality. As we show in § 2.3, current code generation models still
have difficulty generating the correct function calls with appropriate argument placement. For
example, given the NL intent above, although the state-of-the-art model by Yin and Neubig [465]
that uses a transition-based method to generate Python abstract syntax trees is guaranteed to
generate syntactically correct code, it still incorrectly outputs random.savefig(random(compile(
open(‘C:\\’))+100).isoformat()).

A known bottleneck to training more accurate code generation models is the limited number
of manually annotated training pairs available in existing human-curated datasets, which are in-
sufficient to cover themyriad of ways in which some complex functionality could be implemented
in code. However, increasing the size of labeled datasets through additional human annotation
is relatively expensive. It is also the case that human developers rarely reference such paired
examples of NL and code, and rather take external resources on the web and modify them into
the desired form [49, 50, 128]. Motivated by these facts, we propose to improve the performance
of code generation models through a novel training strategy: pre-training the model on data
extracted automatically from external knowledge resources such as existing API documentation,
before fine-tuning it on a small manually curated dataset (§ 2.2.1). Our approach, outlined in
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Figure 2.1, combines pairs of NL intents and code snippets mined automatically from the Q&A
website StackOverflow (§ 2.2.2), and API documentation for common software libraries (§ 2.2.3).1

While our approach is model-agnostic and generally applicable, we implement it on top of a
state-of-the-art syntax-based method for code generation, TranX [465], with additional hypoth-
esis reranking [467]. Experiments on the CoNaLa benchmark [469] show that incorporating
external knowledge through our proposed methods increases BLEU score from 30.1 to 32.3, out-
performing the previous state-of-the-art model by up to 2.2% absolute. Qualitatively analyzing
a sample of code snippets generated by our model reveals that the generated code is more likely
to use the correct API calls for desired functionality and to arrange arguments in the right order.

2.2 Approach

2.2.1 Over-arching Framework

The overall strategy for incorporating external knowledge that we take on this work is to (1)
pre-train the model on the NL-code pairs obtained from external resources, then (2) fine-tune
on a small manually curated corpus. This allows the model to first learn on larger amounts of
potentially noisy data, while finally being tailored to the actual NL and code we want to model
at test time. In order to perform this pre-training we need to convert external data sources into
NL-code pairs, and we describe how to do so in the following sections.

2.2.2 Mined NL-code Pairs

When developers code, most will inevitably search online for code snippets demonstrating how
to achieve their particular intent. One of the most prominent resources online is StackOverflow,2

a popular programming QA forum. However, it is not the case that all code on StackOverflow
actually reflects the corresponding intent stated by the questioner – some may be methods defin-
ing variables or importing necessary libraries, while other code may be completely irrelevant.
Yin et al. [469] propose training a classifier to decide whether an NL-code pair is valid, resulting
in a large but noisy parallel corpus of NL intents and source code snippets. The probability
assigned by the method can serve as confidence, representing the quality of the automatically
mined NL-code pairs. We use these mined pairs as a first source of external knowledge.

1Of course external knowledge for code covers a large variety of resources, other than these two types.
2https://stackoverflow.com
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class collections.deque([iterable[, maxlen]])

Returns a new deque object initialized ...
append(x)

Add x to the right side of the deque.
rotate(n=1)

Rotate the deque n steps to the right. …

heapq.nlargest(n, iterable, key=None)
Return a list with the n largest elements from …

class methods

top-level functions

d=collections.deque(iterable)  d=collections.deque(iterable,maxlen)
d.append(x)

d.rotate()      d.rotate(n=1)
heapq.nlargest(n,iterable)     heapq.nlargest(n,iterable,key=None) 

pre-process

Figure 2.2: Examples from Python API documentation and pre-processed code snippets, including
class constructors, methods, and top-level functions. We use red, blue, and green to denote
required, optional positional, and optional keyword arguments respectively.

2.2.3 API Documentation

Second, motivated by the intuition that much of modern software development relies on libraries,
and that developers often turn to programming language and software library references for help
while writing code, we consider API documentation as another source of external knowledge.

Figure 2.2 shows some examples from the Python standard library API documentation. It
contains descriptions of libraries, classes, methods, functions, and arguments. The documenta-
tion is already in a paired form consisting of code signatures and their descriptions. However,
the signatures shown in the documentation mainly provide the prototype of the API rather than
valid API usages appearing in source code. The text descriptions in the documentation tend to
be verbose for clarity, while real questions from developers are usually succinct. We use a few
heuristics to transform these to emulate real inputs a code generation system may face.

Most APIs define required and optional arguments in the signature. In real usage, developers
usually provide none or only some of those arguments. To simulate this, we permute all possible
combinations (with a limit) of the optional arguments and append them to the required arguments,
following correct syntax. For class constructors and methods, we create a heuristic variable
name based on the class name to store the instantiated class object and to call methods upon.
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To make concise description for each code snippet created, we preserve only the first sentence
in the corresponding documentation, as well as the first sentences that contain mentions of
each argument in the snippet. In the rare case where arguments are not found in the original
description, we add another sentence containing these arguments to the end of the NL snippet,
ensuring all variables in code are covered in the NL.

We then describe detailed heuristics used for API documentation preprocessing. The goal is
to harvest NL-code pairs with API docs as a source.

Arguments

Most APIs will have arguments, either required or optional. For the required arguments, we
leave them “as-is”. We deal with two types of optional arguments, positional arguments and
keyword arguments through permutation and sampling. In the Python documentation, optional
positional arguments are bracketed in “[.., [..]]”. Nested brackets are commonly used to
represent more than one possible optional positional arguments. Another type of optional
arguments are implemented using keyword arguments in the form of key=default.

In real usage, developers usually only provide none or some of those arguments. To
simulate this, we permute all possible combinations of the optional arguments, and append
them to the required arguments. For example, if the code signature in the documentation
writes “collections.deque([iterable[, maxlen]])”, we produce all 3 possible usages:
“collections.deque()”, “collections.deque(iterable)”, and “collections.deque(iterable,
maxlen)”. For keyword arguments like “heapq.nlargest(n, iterable, key=None)”, we will
also include “heapq.nlargest(n, iterable)” in addition. The total number of permutations
is n + 1 for a function with n optional positional arguments, and 2n = (n0) + (

n
1
) + ... + (nn) for

a function with n optional keyword arguments, which leads to exponentially large number
of samples for functions with many optional keywords. Motivated by the observation that
developers rarely specify all of the optional arguments, but rather tend to use default values, we
only keep the top 10 permutations with the least number of optional arguments.

Class Initializers and Methods

Other heuristics are used to transform code signatures related to classes to emulate real usage.
For class initializers in the documentation, we construct an assignment statement with lower-
cased variable name using the first character of the class name to store the instantiated class, e.g.
d = collections.deque(iterable). For class methods, we prepend a heuristically created
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variable name to the method call, emulating a real method call on an instantiated class, e.g.
d.append(x).

Documentation

Official documentation tends to be verbose for clarity, while real questions from developers are
usually succinct. Thus we use the following heuristics to keep only sentences in the document
that are necessary for generating the code as the intent text. We include the first sentence
because it usually describes the functionality of the API. For each argument in the emulated
API usage code snippet, we include the first sentence in the documentation that mentions the
argument through string matching. For arguments not mentioned in the documentation, we
add a sentence in the end: “With arguments ’arg_name’ ...” to ensure all arguments are covered
verbatim in the intent text.

2.2.4 Re-sampling API Knowledge

External knowledge from different sources has different characteristics. NL-code pairs auto-
matically mined from StackOverflow are good representatives of the questions that developers
may ask, but are inevitably noisy. NL-code pairs from API documentation are clean, but there
may be a topical distribution shift from real questions asked by developers. For example, the
library curses has significantly more API entries than json (178 vs. 17),3 while json is more
frequently asked about and used. This distributional shift between pre-training and fine-tuning
causes performance degradation, as shown later in § 2.3.2.

To mitigate this problem, we propose a retrieval-based re-sampling method to close the gap
between the API documentation and the actual NL-code pairs we want to model. We use both
human annotated data Dann and mined data Dmine to model the distribution of NL-code pairs
because they are both produced by real users. For each sample in this real usage distribution,
we retrieve k NL-code pairs from the set of pairs harvested from API documentation DAPI and
aggregate the frequencies of each pair y ∈ DAPI being retrieved:

freq(y) = ∑
x∈Dann+mined

δ(y ∈ R(x,DAPI, k)),

whereR(x,DAPI, k) retrieves the top k most similar samples fromDAPI given x, either according
to NL intent or code snippet. δ(⋅) is Kronecker’s delta function, returning 1 if the internal

3https://docs.python.org/3.7/library/curses.html and https://docs.python.org/3.7/library/

json.html
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condition is true, and 0 otherwise. We use the BM25 retrieval algorithm [186] implemented in
ElasticSearch.4 We take this frequency and calculate the probability distribution after smoothing
with a temperature τ ∈ [1,∞]:

P (y) = freq(y)1/τ/ ∑
y′∈DAPI

freq(y′)1/τ

As τ changes from 1 to ∞, P (y) shifts from a distribution proportional to the frequency to
a uniform distribution. Using this distribution, we can sample NL-code pairs from the API
documentation that are more likely to be widely-used API calls.

2.3 Experiments

2.3.1 Experimental Settings

Dataset and Metric: Although the proposed approach is generally applicable and model-
agnostic, for evaluation purposes, we choose CoNaLa [469] as the human-annotated dataset
(2,179 training, 200 dev and 500 test samples). It covers real-world English queries about Python
with diverse intents. We use the same evaluation metric as the CoNaLa benchmark, corpus-level
BLEU calculated on target code outputs in test set.
Mined Pairs: We use the CoNaLa-Mined [469] dataset of 600K NL-code pairs in Python
automatically mined from StackOverflow (§ 2.2.2). We sort all pairs by their confidence scores,
and found that approximately top 100K samples are of reasonable quality in terms of code
correctness and NL-code correspondence. We therefore choose the top 100K pairs for the
experiments.
API Documentation Pairs: We parsed all the module documentation including libraries,
built-in types and functions included in the Python 3.7.5 distribution.5 After pre-processing
(§ 2.2.3), we create about 13K distinct NL-code pairs (without re-sampling) from Python API
documentation. For fair comparison, we also sample the same number of pairs for the re-sampling
setting (§ 2.2.4).
Methods: We choose the current state-of-the-art NL-to-code generation model TranX [465] with
hypothesis reranking [467] as the base model. Plus, we incorporate length normalization [71]
to prevent beam search from favoring shorter results over longer ones. Man denotes training

4https://github.com/elastic/elasticsearch. When retrieving with code snippets, all the punctuation
marks are removed.

5https://docs.python.org/release/3.7.5/library/index.html
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Data Strategy Method BLEU

Man 27.20

Man+Mine
50k 27.94
100k 28.14

Man+Mine+API

w/o re-sampling 27.84
direct intent 29.66
dist. intent 29.31
direct code 30.26
dist. code 30.69

Man
+rerank

30.11
Man+Mine(100k) 31.42
Our best 32.26

Table 2.1: Performance comparison of different strategies to incorporate external knowledge.

solely on CoNaLa. Man+Mine refers to first pre-training on mined data, then fine-tuning on
CoNaLa. Man+Mine+API combines both mined data and API documentation for pre-training.
As a comparison to our distribution-based method (denoted by dist., § 2.2.4), we also attempt to
directly retrieve top 5 NL-code pairs from API documents (denoted by direct).6

Implementation Details: We experiment with k = {1,3,5} and τ = {1,2,5} in re-sampling,
and find that k = 1 and τ = 2 perform the best. We follow the original hyper-parameters in
TranX, except that we use a batch size of 64 and 10 in pre-training and fine-tuning respectively.

2.3.2 Results

Results are summarized in Table 2.1. We can first see that by incorporating more noisy mined
data during pre-training allows for a small improvement due to increased coverage from the
much larger training set. Further, if we add the pairs harvested from API docs for pre-training
without re-sampling the performance drops, validating the challenge of distributional shift
mentioned in § 2.2.4.

Comparing the two re-sampling strategies direct vs. dist., and two different retrieval targets
NL intent vs. code snippet, we can see that dist. performs better with the code snippet as the
retrieval target. We expect that using code snippets to retrieve pairs performs better because it

6We choose 5 to obtain comparable amount of pairs.
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makes the generation target, the code snippet, more similar to the real-world distribution, thus
better training the decoder. It is also partly because API descriptions are inherently different than
questions asked by developers (e.g. they have more verbose wording), causing intent retrieval to
be less accurate.

Lastly, we apply hypothesis reranking to both the base model and our best approach and
find improvements afforded by our proposed strategy of incorporating external knowledge are
mostly orthogonal to those from hypothesis reranking.

After showing the effectiveness of our proposed re-sampling strategy, we are interested
in the performance on more-used versus less-used APIs for the potentially skewed overall
performance. We use string matching heuristics to obtain the standard Python APIs used in
the dataset and calculated the average frequency of API usages in each data instance. We then
select the top 200 and the bottom 200 instances out of the 500 test samples in terms of API usage
frequencies. Before and after adding API docs into pre-training, the BLEU score on both splits
saw improvements: for high-frequency split, it goes from 28.67 to 30.91 and for low-frequency
split, it goes from 27.55 to 30.05, indicating that although the re-sampling would skew towards
high-frequency APIs, with the appropriate smoothing temperature experimentation, it will still
contribute to performance increases on low-frequency APIs.

Besides using BLEU scores to perform holistic evaluation, we also perform more fine-grained
analysis of what types of tokens generated are improving. We apply heuristics on the abstract
syntax tree of the generated code to identify tokens for API calls and variable names in the
test data, and calculated the token-level accuracy for each. The API call accuracy increases
from 31.5% to 36.8% and the variable name accuracy from 41.2% to 43.0% after adding external
resources, meaning that both the API calls and argument usages are getting better using our
approach.

2.3.3 Case Study

We further show selected outputs from both the baseline and our best approach in Table 2.2. In
general, we can see that the NL to code generation task is still challenging, especially with more
complex intents that require nested or chained API calls, or functions with more arguments.
The vanilla model already can generate basic functions and copy strings/variables to the output,
but we observe that incorporating external knowledge improves the results in two main ways:
1) better argument placement for APIs, and 2) better selection of which API call should be used
for a certain intent.
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Open a file “f.txt” in write mode.
✓ f=open(‘f.txt’, ‘w’)

♠ f=open(‘f.txt’, ‘f.txt’)

♣ f=open(‘f.txt’, ‘w’)

lower a string text and remove non-
alphanumeric characters aside from space.
✓ re.sub(r‘[^\sa−zA−Z0−9]’, ‘’, text)

.lower().strip()

♠ text.decode.translate(text.strip(),

‘non-alphanumeric’, ‘’)

♣ re.sub(r‘[^\sa−zA−Z0−9]’, ‘’, text)

choose a random file from the directory con-
tents of the C drive, ‘C:\\’.
✓ random.choice(os.listdir(‘C:\\’))

♠ random.savefig(random(compile(open

(‘C:\\’))+100).isoformat())

♣ random.choice(os.path.expanduser(‘C

:\\’))

Table 2.2: Examples, where ✓ is the ground-truth code snippet, ♠ is the original output, and ♣ is
the output with our proposed methods. Correct and erroneous function calls are marked in blue
and red respectively.

In the first example, we can see that although the baseline gets the function call “open()”
correct, it fails to generate the correct second argument specifying write mode, while our
approach is able to successfully generate the appropriate ‘w’. In the second and third example,
we can see that the baseline uses the wrong API calls, and sometimes “makes up” APIs on its
own (e.g. “random.savefig()”). However, our approach’s outputs, while not perfect, are much
more successful at generating correct API calls that actually exist and make sense for the intent.

On a closer look, we can observe that both the addition of mined examples and API docs
may have brought the improvement. The example of the “open()” function added from API
docs uses the default mode “r”, so learning the meaning of “w” argument is due to the added
mined real examples, but learning the argument placement (first file name as a string, second
a shorthand mode identifier as a character) may have occurred from the API docs. In other
examples, “random.choice()” and “re.sub()” both are Python standard library APIs so they
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are included in the API doc examples.

2.4 Conclusion and Future Work

We proposed a model-agnostic approach based on data augmentation, retrieval and data re-
sampling, to incorporate external knowledge into code generation models, which achieved
state-of-the-art results on the CoNaLa open-domain code generation task.

In the future, evaluation by automatically executing generated code with test cases could
be a better way to assess code generation results. It will also likely be useful to generalize
our re-sampling procedures to zero-shot scenarios, where a programmer writes a library and
documents it, but nobody has used it yet. For example, developers may provide relative estimates
of each documented API usages to guide the re-sampling; or we could find nearest neighbors to
each API call in terms of semantics and use existing usage statistics as estimates to guide the
re-sampling.
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Chapter 3

A Systematic Evaluation of Large
Language Models of Code

The previous chapter introduced a novel way of utilize pre-training to improve the performance
of natural language to code generation. However, they are based on specifically trained, task-
specific code generation models.

In this chapter, we explore a more general form of representing and generating code. Large
language models (LMs) of code have recently shown tremendous promise in completing code
and synthesizing code from natural language descriptions. However, the current state-of-the-art
code LMs (e.g., Codex [65]) are not publicly available, leaving many questions about their model
and data design decisions. We aim to fill in some of these blanks through a systematic evaluation
of the largest existing models: Codex, GPT-J, GPT-Neo, GPT-NeoX-20B, and CodeParrot, across
various programming languages. Although Codex itself is not open-source, we find that existing
open-source models do achieve close results in some programming languages, although targeted
mainly for natural language modeling. We further identify an important missing piece in the
form of a large open-source model trained exclusively on a multi-lingual corpus of code. We
release a new model, PolyCoder, with 2.7B parameters based on the GPT-2 architecture, that
was trained on 249GB of code across 12 programming languages on a single machine. In the C
programming language, PolyCoder outperforms all models including Codex. Our trainedmodels are
open-source and publicly available at https://github.com/VHellendoorn/Code-LMs, which
enables future research and application in this area.
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3.1 Introduction

Language models (LMs) assign probabilities to sequences of tokens, and are widely applied
to natural language text [27, 35, 54]. Recently, LMs have shown impressive performance in
modeling also source code, written in programming languages [13, 152, 158, 193]. These models
excel at useful downstream tasks like code completion [351] and synthesizing code from natural
language descriptions [87]. The current state-of-the-art large language models for code, such as
Austin et al. [24], have shown significant progress for AI-based programming assistance. Most
notably, one of the largest of these models, Codex [65] has been deployed in the real-world
production tool GitHub Copilot1, as an in-IDE developer assistant that automatically generates
code based on the user’s context.

Despite the great success of large language models of code, the strongest models are not

publicly available. This prevents the application of these models outside of well-resourced
companies and limits research in this field for low-resourced organizations. For example, Codex
provides non-free access to the model’s output through black-box API calls,2 but the model’s
weights and training data are unavailable. This prevents researchers from fine-tuning and
adapting this model to domains and tasks other than code completion. The lack of access to
the model’s internals also prevents the research community from studying other key aspects of
these models, such as interpretability, distillation of the model for more efficient deployment,
and incorporating additional components such as retrieval.

Several medium to large-sized pre-trained language models are publicly available, such as
GPT-Neo [39], GPT-J [415] and GPT-NeoX [40]. Despite being trained on a mixture of a wide
variety of text including news articles, online forums, and just a modest selection of (GitHub)
software repositories [112], these language models can be used to generate source code with a
reasonable performance [65]. In addition, there are a few open-source language models that are
trained solely on source code. For example, CodeParrot [410] was trained on 180 GB of Python
code.

Given the variety of model sizes and training schemes involved in these models and lack of
comparisons between these, the impact of many modeling and training design decisions remains
unclear. For instance, we do not know the precise selection of data on which Codex and other
private models were trained; however, we do know that some public models (e.g., GPT-J) were
trained on a mix of natural language and code in multiple programming languages, while other

1https://copilot.github.com/
2https://openai.com/blog/openai-codex/
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models (e.g., CodeParrot) were trained solely on code in one particular programming language.
Multilingual models potentially provide better generalization, because different programming
languages share similar keywords and properties, as shown by the success ofmultilingual models
for natural language [78] and for code [502]. This may hint that multilingual LMs can generalize

across languages, outperform monolingual models and be useful for modeling low-resource
programming languages, but this is yet to be verified empirically.

In this paper, we present a systematic evaluation of existing models of code – Codex, GPT-J,
GPT-Neo, GPT-NeoX, and CodeParrot – across various programming languages. We aim to shed
more light on the landscape of code modeling design decisions by comparing and contrasting
these models, as well as providing a key missing link: thus far, no large open-source language
model was trained exclusively on code from multiple programming languages. We provide three
such models, ranging from 160M to 2.7B parameters, which we release under the umbrella name
“PolyCoder”. First, we perform an extensive comparison of the training and evaluation settings
between PolyCoder, open-source models, and Codex. Second, we evaluate the models on the
HumanEval benchmark [65] and compare how do models of different sizes and training steps
scale, and how different temperatures affect the generation quality. Finally, since HumanEval
only evaluates the natural language to Python synthesis, we curate an unseen evaluation dataset3

in each of the 12 languages, to evaluate the perplexity of different models. We find that although
Codex is allegedly focused on Python ([65] §3.1), Codex performs surprisingly well in other
programming languages too, and even better than GPT-J and GPT-NeoX that were trained on
the Pile [112]. Nonetheless, in the C programming language, our PolyCoder model achieves a

lower perplexity than all these models, including Codex.

Althoughmost current models performworse than Codex, we hope that this systematic study
helps future research in this area to design more efficient and effective models. More importantly,
through this systematic evaluation of different models, we encourage the community to study
and release medium-large scale language models for code, in response to the concerns expressed
by Hellendoorn and Sawant [153]:

[...] this exploding trend in cost to achieve the state of the art has left the

ability to train and test such models limited to a select few large technology

companies—and way beyond the resources of virtually all academic labs.
We believe that our efforts are a significant step towards democratization of large language

models of code.

3The exact training set that Codex was trained on is unknown.
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Figure 3.1: Existing language models of code, their sizes and availability ( open source vs.
not open-source ).

# recursive MASK0
def binarySearch(arr, left, right, x): 

mid = (left + MASK1
if arr MASK2 == x: 

return mid

MASK0 binary search MASK1 right ) // 2
MASK2 [ mid ]

# recursive binary search 
def binarySearch(arr, left, right, x): 

mid = (left + MASK) // 2
if arr[mid] == x: 

return mid

right

# recursive binary search 
def binarySearch(arr, left, right, x): 

mid = (left + ???

right

Left-to-Right Language Models Masked Language Models Encoder-Decoder Models

Figure 3.2: Three types of pretrained language models.

3.2 Related Work

At the core of code modeling lies ongoing work on pretraining of language models (LMs).
Large-scale pretraining of LMs has had an astounding impact on natural language processing in
recent years [139]. Figure 3.1 provides an overview of how different models compare in size and
availability.

3.2.1 Pretraining Methods

We discuss three popular pretraining methods used in code language modeling. An illustration
of these methods are shown in Figure 3.2.

Left-to-Right Language Models (Figure 3.2, left) Auto-regressive, Left-to-right LMs, predict
the probability of a token given the previous tokens. In code modeling, CodeGPT (124M) [263],
CodeParrot (1.5B) [410], GPT-Neo (2.7B) [39], GPT-J (6B) [415], Codex (12B) [65], GPT-NeoX
(20B) [40], and Google’s (137B) [24] belong to this category. The left-to-right nature of these
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models makes them highly useful for program generation tasks, such as code completion. On
the other hand, as code is usually not written in a single, left-to-write pass, it is not trivial to
leverage context that appears “after” the location of the generation. In this paper, we focus
on this family of models and will discuss the existing models in more detail in the following
sections.

Masked Language Models (Figure 3.2, middle) While auto-regressive language models are
powerful for modeling the probability of sequences, their unidirectional nature makes them
less suitable for producing effective whole-sequence representations for downstream tasks such
as classification. One popular bidirectional objective function used widely in representation
learning is masked language modeling [88], where the aim is to predict masked text pieces based
on surrounding context. CodeBERT (125M) [105] and CuBERT (345M) [191] are examples of
such models in code. In programming contexts, these methods provide useful representations of
a sequence of code for downstream tasks such as code classification, clone detection, and defect
detection.

Encoder-decoder Models (Figure 3.2, right) An encoder-decoder model first uses an encoder
to encode an input sequence, and then uses a left-to-right LM to decode an output sequence
conditioned on the input sequence. Popular pretraining objectives include masked span predic-
tion [342] where the input sequence is randomly masked with multiple masks and the output
sequence are the masked contents in order, and denoising sequence reconstruction [230] where
the input is a corrupted sequence and the output is the original sequence. These pretrained
models are useful in many sequence-to-sequence tasks [342]. In code, CodeT5 (220M) [423], and
PLBART (406M) [4] use the two objectives mentioned above respectively, and performs well
in conditional generation downstream tasks such as code commenting, or natural language to
code generation.

3.2.2 Pretraining Data

Some models (e.g. CodeParrot and CodeT5) are trained on GitHub code only, with corpora
extracted using either Google BigQuery’s GitHub dataset 4, or CodeSearchNet [167]. Others
(e.g., GPT-Neo and GPT-J) are trained on “the Pile" [112], a large corpus containing a blend

4https://cloud.google.com/blog/topics/public-datasets/github-on-bigquery-analyze-all-

the-open-source-code
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of natural language texts and code from various domains, including Stack Exchange dumps,
software documentations, and popular (>100 stars) GitHub repositories. The datasets on which
other proprietary models (Codex, Google’s) were trained on are unknown. One goal of our study
is to try to shed light on what corpora might be the most useful for pretraining models of code.

3.3 Evaluation Settings

We evaluate all models using both extrinsic and intrinsic benchmarks, as described below.

Extrinsic Evaluation One of the most popular downstream tasks for code modeling is code
generation given a natural language description. Following [65], we evaluate all models on the
HumanEval dataset. The dataset contains 164 prompts with descriptions in the form of code
comments and function definitions, including argument names and function names, and test
cases to judge whether the generated code is correct. To generate code given a prompt, we use
the same sampling strategy as Chen et al. [65], using softmax with a temperature parameter
softmax(x/T ). We evaluate using a wide range of temperatures T = [0.2,0.4,0.6,0.8] to control
for the confidence of the model’s predictions. Similarly to Codex, we use nucleus sampling [162]
with top-p = 0.95. We sample tokens from the model until we encounter one of the following
stop sequences that indicate the end of a method:5 ‘\nclass’, ‘\ndef’, ‘\n#’, ‘\nif’, or ‘\nprint’.
We randomly sample 100 examples per prompt in the evaluation dataset.

Intrinsic Evaluation To evaluate the intrinsic performance of different models, we compute
the perplexity for each language on an unseen set of GitHub repositories. To prevent training-
to-test data leakage for models such as GPT-Neo and GPT-J, we remove repositories in our
evaluation dataset that appeared in the GitHub portion of the Pile training dataset 6. To evaluate
Codex, we use OpenAI’s API 7, choosing the code-davinci-001 engine. We note that the data
that this model was trained on is unknown, so we cannot prevent data leakage from the training
to the test set for Codex. We sampled 100 random files for each of the 12 programming languages
in our evaluation dataset. To make perplexity comparable across different tokenization methods
used in different models, we use Pygments 8 to equally normalize the log-likelihood sum of each

5The absence of whitespace, which is significant in Python, signals an exit from the method body.
6https://github.com/EleutherAI/github-downloader
7https://beta.openai.com/docs/engines/codex-series-private-beta
8https://pygments.org/docs/lexers/
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model, when computing perplexity.9

3.4 Compared Models

3.4.1 Existing Models

As discussed in Section 3.2, we mainly focus on auto-regressive left-to-right pretrained language
models, most suitable for code completion tasks.

We evaluate Codex, as it is currently deployed in real-world and has impressive performance
in code completion [65]. Codex uses the GPT-3 language model [54] as its underlying model
architecture. Codex was trained on a dataset spanning 179GB (after deduplication) covering
over 54 million public Python repositories obtained from GitHub on May 2020. As reflected in
its impressive results in other programming languages than Python, we suspect that Codex was
also trained on large corpora of additional programming languages. The model available for
querying through a non-free API.

As for open-source models, we compare GPT-Neo, GPT-J and GPT-NeoX, the largest variants
having 2.7, 6 and 20 billion parameters, respectively. GPT-NeoX is the largest open-source
pretrained language models available. These models are trained on the Pile dataset, so they are
a good representatives of models that were trained on both natural language texts from various
domains and source code from GitHub. We also compare CodeParrot with at most 1.5 billion
parameters, a model that was only trained on Python code from GitHub. CodeParrot follows
the process used in [65] that obtained over 20M files Python files from Google BigQuery Github
database, resulting in a 180GB dataset, which is comparable to Codex’s Python training data, but
the model itself is much smaller.

There was no large open-source language model trained almost exclusively on code from
multiple programming languages. To fill this gap, we train a 2.7 billion model, PolyCoder, on a
mixture of repositories from GitHub in 12 different programming languages.

3.4.2 PolyCoder’s Data

Raw Code Corpus Collection GitHub is an excellent source for publicly available source
code of various programming languages. We cloned the most popular repositories for 12 popular

9Every model uses its original tokenizer for predicting the next token. We use the shared tokenizer only for
computing the perplexity given the log-likelihood sum.
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Language Repositories Files Size Before Filtering Size After Filtering

C 10,749 3,037,112 221G 55G
C# 9,511 2,514,494 30G 21G
C++ 13,726 4,289,506 115G 52G
Go 12,371 1,416,789 70G 15G
Java 15,044 5,120,129 60G 41G
JavaScript 25,144 1,774,174 66G 22G
PHP 9,960 1,714,058 21G 13G
Python 25,446 1,550,208 24G 16G
Ruby 5,826 674,343 5.0G 4.1G
Rust 4,991 304,842 5.2G 3.5G
Scala 1,497 245,100 2.2G 1.8G
TypeScript 12,830 1,441,926 12G 9.2G

Total 147,095 24,082,681 631.4G 253.6G

Table 3.1: Training corpus statistics.

programming languages with at least 50 stars (stopping at about 25K per language to avoid a
too heavy skew towards popular programming languages) from GitHub in October 2021. For
each project, each file belonging to the majority-language of that project was extracted, yielding
the initial training set. This initial, unfiltered dataset spanned 631GB and 38.9M files.

Data Preprocessing The detailed data preprocessing strategy comparison with other models
are analyzed in Table 3.2. In general, we tried to follow Codex’s design decisions, although there
is a fair bit of ambiguity in the description of its data preprocessing.

Deduplication and Filtering Similarly to Codex and CodeParrot, very large (>1MB) and
very short (<100 tokens) files were filtered out, reducing the size of the dataset by 33%, from
631GB to 424GB. This only reduced the total number of files by 8%, showing that a small number
of files were responsible for a large part of the corpus.10

[7] has shown that code duplication that commonly manifests in datasets of code adversely
effects language modeling of code. Therefore, we deduplicated files based on a hash of their

10Codex additionally mentions removing “auto-generated" files, but the definition of this was not clear, so we
omitted this step.
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PolyCoder CodeParrot Codex

Dedup Exact Exact Unclear, mentions “unique”

Filtering Files > 1 MB, < 100 tokens Files > 1MB, max line
length > 1000, mean line
length > 100, fraction of al-
phanumeric characters <
0.25, containing the word
"auto-generated" or simi-
lar in the first 5 lines

Files > 1MB, max line length >
1000, mean line length > 100,
auto-generated (details unclear),
contained small percentage of al-
phanumeric characters (details
unclear)

Tokenization Trained GPT-2 tokenizer
on a random 5% subset (all
languages)

Trained GPT-2 tokenizer
on train split

GPT-3 tokenizer, add multi-
whitespace tokens to reduce re-
dundant whitespace tokens

Table 3.2: Comparison of data preprocessing strategies of different models.

content, which reduced the number of files by nearly 30%, and the dataset size by additional
29%, leaving 24.1M files and 254GB of data.

Overall, the filtering of very large and very short files plus deduplication, reduced the number
of files by 38%, and the dataset size by 61%, roughly on par with the 70% dataset size reduction
reported by CodeParrot. A key difference that remains is that other approaches use more fine-
grained filtering strategies, such as limiting the maximum line length or average line length,
filtering of probable auto-generated files, etc. For example, Chen et al. [65] have filtered only
11% of their training data.

The dataset statistics are shown in Table 3.1, showcasing data sizes per language before and
after filtering. Our dataset contains less Python code (only 16G) than Codex or CodeParrot, and
instead covers many different programming languages.

Tokenizer We train a GPT-2 tokenizer (using BPE [371]) on a random 5% subset of all the
pretraining data, containing all the languages. Codex uses an existing trained GPT-3 tokenizer,
with the addition of multi-whitespace tokens to reduce the sequence length after tokenization,
as consecutive whitespaces are more common in code than in text.
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Figure 3.3: Training and validation loss during the 150K step training process.

3.4.3 PolyCoder’s Training

Considering our budget, we chose the GPT-2 [339] as our model architecture. To study the effect
of scaling of model size, we train 3 different sized models, with 2.7 billion, 400 million and 160
million parameters, as the largest 2.7B model being on par with GPT-Neo for fair comparison.
The 2.7 billion model is a 32 layer, 2,560 dimensional Transformer model, with a max context
window of 2048 tokens, trained with a batch size of 128 sequences (262K tokens). The model is
trained for 150K steps. The 400 million model is a 24 layer, 1,024 dimensional variant, and the
160 million model is a 12 layer, 768 dimensional variant, otherwise idem. We use GPT-NeoX
toolkit 11 to train the model efficiently in parallel with 8 Nvidia RTX 8000 GPUs on a single
machine. The wall time used to train the largest 2.7B model is about 6 weeks. In its default
configuration, this model should train for 320K steps, which was not feasible with our resources.
Instead, we adjusted the learning rate decay to half this number and trained for up to 150K
steps (near-convergence). The training and validation loss curves for different sized models are
shown in Figure 3.3. We see that even after training for 150K steps, the validation losses are still
decreasing. This, combined with the shorter training schedule and faster learning rate decay,
strongly signals that the models are still under-fitting and could benefit from longer training.

We compare the training setting and hyperparameters with CodeParrot and Codex in Ta-
ble 3.3. Due to high computational costs, we were unable to perform hyperparameter search.
Most hyperparameters are the same as those used in their respective GPT-2 model training 12

to provide a good default with regards to the corresponding model size. Some key differences
include context window sizes to allow for more tokens as context, batch sizes and tokens trained,

11https://github.com/EleutherAI/gpt-neox
12https://github.com/EleutherAI/gpt-neox/tree/main/configs
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PolyCoder (2.7B) CodeParrot (1.5B) Codex (12B)

Model Initialization From scratch From scratch Initialized from GPT-3
NL Knowledge Learned from comments

in the code
Learned from comments
in the code

Natural language knowl-
edge from GPT-3

Learning Rate 1.6e-4 2.0e-4 1e-4
Optimizer AdamW AdamW AdamW
Adam betas 0.9, 0.999 0.9, 0.999 0.9, 0.95
Adam eps 1e-8 1e-8 1e-8
Weight Decay - 0.1 0.1
Warmup Steps 1600 750 175
Learning Rate Decay Cosine Cosine Cosine

Batch Size (#tokens) 262K 524K 2M
Training Steps 150K steps, 39B tokens 50K steps, 26B tokens 100B tokens
Context Window 2048 1024 4096

Table 3.3: Comparison of design decisions and hyper-parameters in training different models of
code.

as well as model initialization with or without natural language knowledge.

3.5 Results

3.5.1 Extrinsic Evaluation

The overall results are shown in Table 3.4.13 The numbers are obtained by sampling with different
temperatures and picking the best value for each metric. Among existing models, PolyCoder
is worse than similarly sized GPT-Neo and the even smaller Codex 300M. Overall, PolyCoder
lies after Codex, GPT-Neo/J, while performing stronger than CodeParrot. PolyCoder, which
was trained only on code, falls behind a similar sized model (GPT-Neo 2.7B) trained on the
Pile, a blend of natural language texts and code. Looking at the rightmost columns in Table 3.4
offers a potential explanation: in terms of total Python tokens seen during training, all models

13Due to the large model size of GPT-NeoX (20B) and limited computational budget, we did not include it in the
HumanEval experiment.

37



Model Pass@1 Pass@10 Pass@100 Tokens Trained Code Tokens Python Tokens

PolyCoder (160M) 2.13% 3.35% 4.88% 39B 39B 2.5B
PolyCoder (400M) 2.96% 5.29% 11.59% 39B 39B 2.5B
PolyCoder (2.7B) 5.59% 9.84% 17.68% 39B 39B 2.5B

CodeParrot (110M) 3.80% 6.57% 12.78% 26B 26B 26B
CodeParrot (1.5B) 3.58% 8.03% 14.96% 26B 26B 26B

GPT-Neo (125M) 0.75% 1.88% 2.97% 300B 22.8B 3.1B
GPT-Neo (1.3B) 4.79% 7.47% 16.30% 380B 28.8B 3.9B
GPT-Neo (2.7B) 6.41% 11.27% 21.37% 420B 31.9B 4.3B
GPT-J (6B) 11.62% 15.74% 27.74% 402B 30.5B 4.1B

Codex (300M) 13.17% 20.37% 36.27% 100B* 100B* 100B*
Codex (2.5B) 21.36% 35.42% 59.50% 100B* 100B* 100B*
Codex (12B) 28.81% 46.81% 72.31% 100B* 100B* 100B*

*Codex is initialized with another pretrained model, GPT-3.

Table 3.4: Results of different models on the HumanEval benchmark, and the number of different
types of tokens seen during the training process.

substantially exceed ours. This in partly because they use a higher proportion of Python code
(we aimed to balance data volume across programming languages), and in part because of
resource limitations, which lead to PolyCoder not observing its entire training data. In addition,
the natural language blend in the training corpus may help code language modeling as well,
especially with code-related texts such as Stack Exchange dumps being included.

Compared to GPT-Neo (2.7B), PolyCoder has seen fewer Python tokens, but more code
tokens in other programming languages, hinting that transfer from other languages to Python
helps to achieve a similar performance. This suggests that future research could benefit from
blending code in different programming languages, as well as natural language text.

Scaling Effect To further understand the effect of the number ofmodel parameterswith respect
to HumanEval code completion performance, we show the Pass@1, Pass@10 and Pass@100
percentage with respect the the model size in Figure 3.4. We can see that the performance
of the Codex models are significantly better than all the other open-source models across all
numbers of parameters. The performance on HumanEval benchmark increases linearly with
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Figure 3.4: The scaling effect of HumanEval performance on different models.

the magnitude (log scale) of the number of parameters in the model. Similar scaling effects
could be found on PolyCoder and GPT-Neo/J models. Interestingly, the CodeParrot models
that are trained only on Python seem to have reached a saturating performance with respect to
increasing number of parameters, where the training corpus being focused on Python may have
some effect. With higher number of parameters (2.7B), PolyCoder’s performance is trending
worse than that of GPT-Neo/J. Comparing GPT-Neo/J that is trained on Pile dataset containing a
blend of text, Stack Exchange dumps and GitHub data, with PolyCoder that are trained on only
GitHub repositories of popular programming languages, we hypothesize that the added text,
especially texts in technical and software engineering domains, may be crucial for the larger
model to boost the performance.

We compare the performance difference between the model trained after 100K steps versus
the model after 150K steps in Figure 3.5, and find that training for longer helps the larger model
more as it is still under-fitted. We can see that in the larger 2.7B model, by training the model
longer till 150K steps, the performance increases uniformly, with Pass@100 increasing the most.
However, for a smaller model such as the 400M model, by training the model longer till 100K
steps, the improvements are subdued and Pass@100 drops. This suggests that with the larger
model, training for longer may provide additional boost in performance. This echoes with the
observation from the training curve (Figure 3.3) as well.

Temperature Effect All the above results are obtained by sampling the language model with
different temperatures and picking the best value for each metric. We are also interested in how
different choices of temperature affects the final generation quality. We summarize the results in
Figure 3.6. The general trend is for Pass@1, lower temperatures are better, and for Pass@100, a
higher temperature will help, while for Pass@10 a temperature in the middle is better suited. We
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Figure 3.5: HumanEval performance comparison after training the model for longer.

hypothesize that this is because a higher temperature during generationmakes themodel less con-
fident in its predictions and thus allow for more exploration and more diverse outputs, resulting
in better accuracy at Pass@100. Too high a temperature (0.8) is also hurtful if the model is capable
enough.
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Figure 3.6: HumanEval performance
with different softmax temperatures
during generation.

On the contrary, a lower temperature makes the model
output very confident in its prediction and thus will be
better suited for generating very few correct examples,
and thus the better performance for Pass@1.

We also show how temperature affects HumanEval
performance on model of all three sizes in Figure 3.7.
We find that for a larger model, e.g., the 2.7B model, a
temperature as high as 0.8 is actually hurting the per-
formance for Pass@100, suggesting that if the model is
good enough, a very high temperature may cause the
outputs to be too diverse, thus hurting the correctness.
This suggests the importance of temperature and the
need to tune it individually for different model capacity and different generation scenarios.

3.5.2 Intrinsic Evaluation

The perplexity results on the evaluation datasets are shown in Figure 3.8. We show the detailed
perplexity of different models on different languages in Table 3.5. The number of tokens shown
in the table is obtained after tokenizing the code in each language using their respective lexers,
by Pygments. This number of tokens is used to normalize the perplexity scores to make them
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Figure 3.7: HumanEval performance using different softmax temperatures during generation.
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Figure 3.8: Perplexity comparison on our evaluation dataset of different models on different
programming languages. Note that the y-axis is capped at 4; CodeParrot’s entropy on all
languages other than Python is much higher than shown here (see Table 3.5).

comparable across models. Note that CodeParrot is only trained on Python data and thus
performs poorly in other languages.

The plot caps the perplexity score to 4 as CodeParrot performs poorly in languages other
than Python. It is important to note that although Codex’s perplexities are lower than other
models in most languages, Codex might have been trained on the test sets, and its results are
thus over-optimistic.

Notably, PolyCoder outperforms Codex and all other models in the C language. Comparing the
open-source models only, PolyCoder performs better than the similarly sized GPT-Neo 2.7B in
C, JavaScript, Rust, Scala and TypeScript.

In the other 11 languages other than C, all other open-source models, including ours, are
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Language #tokens Codex* PolyCoder 2.7B GPT-Neo 2.7B GPT-J 6B GPT-NeoX CodeParrot

C 55,333 2.55 2.33 3.69 2.82 2.37 19.23
C# 67,306 1.72 2.58 2.49 2.20 2.12 7.16
C++ 69,627 1.95 2.99 2.87 2.47 2.32 8.48
Go 79,947 1.39 2.57 2.19 1.89 1.85 10.00
Java 65,484 1.94 2.92 2.78 2.49 2.47 6.79
JavaScript 54,620 2.17 3.06 3.07 2.73 2.62 9.23
PHP 45,682 1.98 3.70 3.61 2.81 2.45 19.91
Python 79,653 1.47 3.18 3.00 2.68 2.61 2.95
Ruby 46,537 1.39 3.96 3.77 3.13 2.89 14.26
Rust 107,717 1.96 3.24 3.30 2.92 2.92 8.68
Scala 65,756 1.75 3.87 3.88 3.37 3.33 12.91
TypeScript 55,895 2.40 3.61 3.90 3.43 3.41 12.54

* Since the exact training set of Codex is unknown, it might have been trained on these test sets,

and Codex’s results are over-optimistic.

Table 3.5: Perplexity of different models for different programming languages on our evaluation
dataset.

significantly worse (higher perplexity) than Codex. We hypothesize that this is due to the fact
that PolyCoder is trained on an imbalanced mixture of different languages, with C and C++
being closely related and the two most dominant in the entire training corpus (Section 3.4.2).
Thus, the larger volume in total (because of long files) makes C the most “favored” language by
PolyCoder. The reason why PolyCoder does not outperform Codex in C++ is possibly due to
the complexity of C++ language and Codex’s significantly longer context window size (4096,
compared to PolyCoder’s 2048), or because Codex is possibly trained on more C++ training data.

With the same pretraining corpus, the gain from a 2.7B model (GPT-Neo) to a 6B model
(GPT-J) is significant over all languages. However, when increasing the model size further to
20B, the improvement varies across different languages. For example, the performance on Go,
Java, Rust, Scala, TypeScript do not increase significantly when the model size increases by 3
times. This suggests that for some programming languages, and given the amounts of data, the
capacity of GPT-J is sufficient. Interestingly, these languages seem to coincide with languages
where PolyCoder outperforms a similarly sized model trained on Pile. This may hint that for the
languages in which larger models do not provide additional gains, training the model only using
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code may be enough or slightly more helpful than training on both natural language and code.
We can see that comparing different models, perplexity trends for Python correlates well

with the HumanEval benchmark performance of the extrinsic evaluation (Section 3.5.1). This
suggests that perplexity is a useful and low-cost metric to estimate other, downstream, metrics.

3.6 Conclusion

In this paper, we perform a systematic evaluation of large language models for code. The
performance generally benefits from larger models and longer training time. We also believe
that the better results of GPT-Neo over PolyCoder in some languages show that training on
natural language text and code can benefit the modeling of code. To help future research in the
area, we release PolyCoder, a large open-source language model for code, trained exclusively
on code in 12 different programming languages. In the C programming language, PolyCoder
achieves lower perplexity than all models including Codex.
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Part II

Human Study of Code Generation Models
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Chapter 4

In-IDE Code Generation from Natural
Language: Promise and Challenges

A great part of software development involves conceptualizing or communicating the under-
lying procedures and logic that needs to be expressed in programs. One major difficulty of
programming is turning concept into code, especially when dealing with the APIs of unfamiliar
libraries. Recently, there has been a proliferation of machine learning methods for code gen-
eration and retrieval from natural language queries, but these have primarily been evaluated
purely based on retrieval accuracy or overlap of generated code with developer-written code,
and the actual effect of these methods on the developer workflow is surprisingly unattested.
In this paper, we perform the first comprehensive investigation of the promise and challenges
of using such technology inside the PyCharm IDE, asking “at the current state of technology
does it improve developer productivity or accuracy, how does it affect the developer experience,
and what are the remaining gaps and challenges?” To facilitate the study, we first develop a
plugin for the PyCharm IDE that implements a hybrid of code generation and code retrieval
functionality, and orchestrate virtual environments to enable collection of many user events (e.g.
web browsing, keystrokes, fine-grained code edits). We ask developers with various backgrounds
to complete 7 varieties of 14 Python programming tasks ranging from basic file manipulation to
machine learning or data visualization, with or without the help of the plugin. While qualita-
tive surveys of developer experience are largely positive, quantitative results with regards to
increased productivity, code quality, or program correctness are inconclusive. Further analysis
identifies several pain points that could improve the effectiveness of future machine learn-
ing based code generation/retrieval developer assistants, and demonstrates when developers
prefer code generation over code retrieval and vice versa. We release all data and software
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(https://github.com/neulab/tranx-study) to pave the road for future empirical studies on
this topic, as well as development of better code generation models.

4.1 Introduction

One of the major hurdles to programming is the time it takes to turn ideas into code [284].
All programmers, especially beginners but even experts, frequently reach points in a program
where they understand conceptually what must be done next, but do not know how to create a
concrete implementation of their idea, or would rather not have to type it in if they can avoid
it. The popularity of the Stack Overflow Q&A website is a great example of this need. Indeed,
developers ask questions about how to transform ideas into code all the time, e.g., “How do I
check whether a file exists without exceptions?,”1 “How can I merge two Python dictionaries
in a single expression?,”2 etc. Moreover, this need is likely to continue in the future, as new
APIs appear continuously and existing APIs change in non-backwards compatible ways [288],
requiring recurring learning effort [210, 291].

Despite early skepticism towards the idea of “natural language programming” [89], re-
searchers now widely agree on a range of scenarios where it can be useful to be able to formulate
instructions using natural language and have the corresponding source code snippets auto-
matically produced. For example, software developers can save keystrokes or avoid writing
dull pieces of code [108, 297, 351, 429]; and non-programmers and practitioners in other fields,
who require computation in their daily work, can get help with creating data manipulation
scripts [131, 224].

Given a natural language query carrying the intent of a desired step in a program, there are
two main classes of methods to obtain code implementing this intent, corresponding to two
major research thrusts in this area. On the one hand, code retrieval techniques aim to search for
and retrieve an existing code fragment in a code base; given the abundance of code snippets
online, on platforms such as Stack Overflow, it is plausible that a lot of the code that one might
write, especially for lower level functionality and API usage primitives, already exists somewhere,
therefore the main challenge is search. On the other hand, code generation techniques aim to
synthesize code fragments given natural language descriptions of intent. This is typically a
harder challenge than retrieval and therefore more ambitious, but it may be particularly useful
in practice if those exact target code fragments do not exist anywhere yet and can be generated

1https://stackoverflow.com/q/82831
2https://stackoverflow.com/q/38987
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instead.
The early attempts at general-purpose code generation from natural language date back to

the early to mid 2000s, and resulted in groundbreaking but relatively constrained grammatical
and template-based systems, e.g., converting English into Java [329] and Python [411]. Recent
years have seen an increase in the scope and diversity of such programming assistance tools,
as researchers have devised code generation techniques that promise to be more flexible and
expressive using machine (deep) learning models trained on data from “Big Code” repositories
like GitHub and Stack Overflow; see Allamanis et al. [12] for an excellent survey of such
techniques. Code retrieval systems have also improved dramatically in recent years, thanks to
the increasing availability of source code online and more sophisticated information retrieval
and machine learning techniques; perhaps the most popular current code retrieval system is
Microsoft’s Bing Developer Assistant [429], which is an adaptation of the Bing search engine
for code.

While both types of methods (generation and retrieval) for producing appropriate code
given natural language intents have received significant interest in machine learning circles,
there is a surprising paucity of research using human-centered approaches [293] to evaluate the
usefulness and impact of these methods within the software development workflow. An important
open question is to what extent the typically high accuracy scores obtained during automatic
evaluations on benchmark datasets will translate to real-world usage scenarios, involving
software developers completing actual programming tasks. The former does not guarantee the
latter. For example, an empirical study on code migration by Tran et al. [406] showed that the
BLEU [315] accuracy score commonly used in natural language machine translation has only
weak correlation with the semantic correctness of the translated source code [406].

In this paper, we take one step towards addressing this gap. We implemented two state-
of-the-art systems for natural language to code (NL2Code) generation and retrieval as in-IDE
developer assistants, and carried out a controlled human study with 31 participants assigned to
complete a range of Python programming tasks with and without the use of the two varieties of
NL2Code assistance. Our results reveal that while participants in general enjoyed interacting
with our IDE plugin and the two code generation and retrieval systems, surprisingly there

were no statistically significant gains in any measurable outcome when using the plugin. That
is, tasks with code fragments automatically generated or retrieved using our plugin were, on
average, neither completed faster nor more correctly than tasks where participants did not use
any NL2Code assistant. This indicates that despite impressive improvements in the intrinsic
performance of code generation and retrieval models, there is a clear need to further improve
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the accuracy of code generation, and we may need to consider other extrinsic factors (such as
providing documentation for the generated code) before such models can make sizable impact
on the developer workflow.

In summary, themain contributions of this paper are: (i) A hybrid code generation and
code retrieval plugin for the Python PyCharm IDE, that takes as input natural language queries.
(ii) A controlled user study with 31 participants observed across 7 types of programming tasks
(14 concrete subtasks). (iii) An analysis of both quantitative and qualitative empirical data
collected from the user study, revealing how developers interact with the NL2Code assistant
and the assistant’s impact on developer productivity and code quality. (iv) A comparison of code
snippets produced by the two models, generation versus retrieval. (v) An anonymized dataset
of events from our instrumented IDE and virtual environment, capturing multiple aspects of
developers’ activity during the programming tasks, including plugin queries and edits, web
browsing activities, and code edits.

4.2 Overview of Our Study

The goal of our research is to elucidate to what extent and in what ways current natural
language programming techniques for code generation and retrieval can be useful within the
development workflow as NL2Code developer assistants. Our main interest is evaluating the
usefulness in practice of state-of-the-art NL2Code generation systems, which have been receiving
significant attention from researchers in recent years, but have so far only been evaluated on
benchmark datasets using standard NLP metrics. However, as discussed above, code generation
and code retrieval are closely related problems, with increasingly blurred lines between them;
e.g., recent approaches to align natural language intents with their corresponding code snippets
in Stack Overflow for retrieval purposes [469] use similar deep learning technology as some code
generation techniques [464]. Therefore, it is important to also consider code retrieval systems
when experimenting with and evaluating code generation systems.

Given this complementarity of the two tasks, we select as a representative example of state-
of-the-art techniques for code generation the semantic parsing approach by Yin and Neubig
[464]. In short, the approach is based on a tree-based neural network model that encodes natural
language utterances and generates corresponding syntactically correct target code snippets;
for example, the model can generate the Python code snippet “x.sort(reverse=True)” given
the natural language input “sort list x in reverse order”. We chose the approach by Yin and
Neubig [464] over similar approaches such as those of Iyer et al. [171] and Agashe et al. [2] as it
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Figure 4.1: Overview of our study.

is the most general purpose and most naturally comparable to code retrieval approaches; see
Section 4.9 for a discussion. For code retrieval, the closest analogue is Microsoft’s proprietary
Bing Developer Assistant [429], which takes English queries as input and returns existing
matching code fragments from the Web, using the Bing search engine. However, given the
proprietary nature of this system, we build a custom Stack Overflow code search engine inspired
by it rather than use the system itself.

We then designed and carried out the controlled human study summarized in Figure 4.1.
First, we implement the two code generation and retrieval techniques as a custom plugin for
the PyCharm3 IDE, which takes as input natural language text intents and displays as output
the corresponding code snippets generated and retrieved by the respective underlying models.
Second, we compile 14 representative Python programming tasks across 7 task categories
with varying difficulty, ranging from basic Python to data science topics. Third, we recruit 31
participants with diverse experience in programming in Python and with the different task

3https://www.jetbrains.com/pycharm/
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application domains. Then, using an instrumented virtual environment and our IDE plugin, we
collect quantitative and qualitative data about task performance and subjective tool use from
each participant, as well as over 170 person hours of telemetry data from the instrumented
environment.

Finally, we analyze these data to answer three research questions, as follows.

RQ1. How does using a NL2Code developer assistant affect task completion time and program

correctness? This research question investigates quantitatively differences in outcome variables
between tasks completed in the treatment and control conditions. To this end, we use the log data
from our instrumented virtual environment to compute task completion times, and rubric-based
manual scoring of the solutions submitted by study participants to evaluate program correctness.
Then, we use multivariate mixed-effects regression modeling to analyze the data. We expect that
using the plugin developers can complete tasks faster, without compromising solution quality.

RQ2. How do users query the NL2Code assistant, and how does that associate with their choice of

generated vs retrieved code? This research question investigates quantitatively three dimensions
of the inputs and outputs of the NL2Code plugin. Again using log data from our instrumented
virtual environment, we first model how the natural language input queries differ when study
participants favor the code snippets returned by the code generation model over those returned
by the code retrieval model. Second, we evaluate the quality of the natural language queries
input by study participants in terms of their ability to be answerable by an oracle (human expert),
which is also important for the success of NL2Code systems in practice, in addition to the quality
of the underlying code generation or retrieval systems. Third, we study how the length and the
frequency of different types of tokens changes after study participants edit the candidate code
snippets returned by the NL2Code plugin, which could indicate ways in which even the chosen
code snippets are still insufficient to address the users’ needs.

RQ3. How do users perceive the usefulness of the in-IDE NL2Code developer assistant? Fi-
nally, this research question investigates qualitatively the experience of the study participants
interacting with the NL2Code plugin and underlying code generation and retrieval models.

In the remainder of this paper, Sections 4.3–4.4 describe our study setup in detail; then
Sections 4.5–4.7 present our answers to the research questions; Section 4.8 discusses implications;
and Section 4.9 discusses related work.

Following best practices for empirical software engineering research [386, 431], we make
our study replicable, publishing our plugin prototype, instrumented virtual environment, data
extraction and analysis scripts, and the obtained anonymized raw data; see the online ap-
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pendices at https://github.com/neulab/tranX-plugin and https://github.com/neulab/
tranX-study.

4.3 NL2Code IDE Plugin Design

We designed and built a joint NL2Code generation and retrieval plugin for PyCharm, a popular
Python IDE. Our plugin is open source and available online.4 As mentioned above, the plugin
takes as input an English query describing the user’s intent, and gives as output a ranked list of
the most relevant code snippets produced by each of the two underlying code generation and
retrieval systems. Using IDE plugins to query Web resources such as Stack Overflow is expected
to be less disruptive of developers’ productivity than using an external Web browser, since it
reduces context switching [26, 326]. Moreover, there exist already a number of IDE plugins for
Web / Stack Overflow search and code retrieval [58, 326, 346, 429], therefore the human-computer
interaction modality should feel at least somewhat natural to study participants.

The Underlying Code Generation System. For code generation, we use the model by Xu
et al. [439] (available online5), which is an improved version of the tree-based semantic parsing
model by Yin and Neubig [466], further pre-trained on official API documentation in addition to
the original training on Stack Overflow questions and answers.6

This model reports state-of-the-art accuracy on the CoNaLa benchmark dataset [469], a
benchmark dataset of intent/code pairs mined from Stack Overflow and standardly used to
evaluate code generation models. Accuracy is computed using the BLEU score [315], a standard
metric used in the NLP community, that measures the token-level overlap between the generated
code and a reference implementation. As discussed above, the BLEU score (and similar automated
metrics) are typically not sufficiently sensitive to small lexical differences in token sequence
that can greatly alter the semantics of the code [406], hence our current human-centered study.
Still, qualitatively, it appears that the model can generate reasonable code fragments given short
text inputs, as shown in Table 4.1. Note how the model can generate syntactically correct code
snippets by construction; demonstrates ability to identify and incorporate a wide variety of
API calls; and also has the ability to copy important information like string literals and variable
names from the input natural language intent, in contrast to the code retrieval results. When

4At https://github.com/neulab/tranX-plugin
5https://github.com/neulab/external-knowledge-codegen
6We deployed the model on an internal research server and exposed a HTTP API that the plugin can access;

queries are fast enough for the plugin to be usable in real time.
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Open a file “f.txt” in write mode.
✓ f = open(’f.txt’, ’w’)

♣ f = open(’f.txt’, ’w’)

♠ with open("users.txt", "a")as f: f.write(username + "\n")

Remove first column of dataframe df.
✓ df = df.drop(df.columns[[0]], axis=1)

♣ df.drop(df.columns[[0]])

♠ del df[’column_name’]

Lower a string text and remove non-alphanumeric characters aside
from space.
✓ re.sub(r’[^\sa−zA−Z0−9]’, ’’, text).lower().strip()

♣ re.sub(r’[^\sa−zA−Z0−9]’, ’’, text)

♠ re.sub(r’[^\sa−zA−Z0−9]’, ’’, text).lower().strip()

Table 4.1: Examples, where ✓ is the ground-truth code snippet, ♣ is the output from the state-of-
the-art code generation model, and ♠ is the first candidate retrieved from Stack Overflow using
Bing Search.

displaying multiple generation results in the plugin described below, these results are ordered
by the conditional probability of the generated code given the input command.

The Underlying Code Retrieval System. For code retrieval, similarly to a number of recent
works on the subject [58, 326, 429], we implement a wrapper around a general-purpose search
engine, specifically the Bing7 search engine.8 The wrapper queries this search engine for relevant
questions on Stack Overflow,9 the dominant programming Q&A community, and retrieves code
from the retrieved pages. A dedicated search engine already incorporates advanced indexing and
ranking mechanisms in its algorithms, driven by user interaction data, therefore it is preferable
to using the internal Stack Overflow search engine directly [429].

Specifically, we add the “Python” prefix to all user queries to confine the search to the Python
programming language domain, and add “site:stackoverflow.com” to confine the results to the

7https://www.bing.com/
8We chose Bing rather than other alternatives such as Google due to the availability of an easily accessible

search API.
9https://stackoverflow.com/
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Stack Overflow platform. We do not structurally alter the queries otherwise, e.g., we do not
remove variables referenced therein, if any, although we do strip away grave accents that are
part of the code generation model’s syntax.10 For the query example mentioned above, the actual
query string for Bing search would become “Python reverse a list x site:stackoverflow.com”.
For each Stack Overflow question page retrieved, we then extract the code snippets from the
top 3 answers into a ranked list, sorted descending by upvotes. The code snippet extraction
procedure follows Yin et al. [469] for identifying the code part of the answer, based on Stack
Overflow-specific syntax highlighting and heuristics. When displaying multiple retrieval results,
these results are ordered by the order they appeared in Bing search engine results and the
ordering of answers inside SO posts is done by upvotes.

Table 4.1 shows a few example outputs. Note how the retrieval results sometimes contain
spurious code, not part of the natural language intent (first example), and otherwise seem to
complement the generation results. Indeed, in the second example the generation result is
arguably closer to the desired answer than the retrieval result, with the opposite situation in the
third example.

Interacting With the Plugin. Figure 4.2 illustrates the plugin’s user interface. The user first
activates the query interface by pressing a keyboard shortcut when the cursor is in the IDE’s
editor. A popup appears at the current cursor position (Figure 4.2a), and the user can enter a
command in natural language that they would like to be realized in code (e.g., “reverse a list
`x`”11). The plugin then sends the request to the underlying code generation and code retrieval
systems, and displays a ranked list of results, with the top 7 code generation results at the top,
followed by the top 7 code retrieval results (Figure 4.2b); 14 results are displayed in total.12

10To mitigate concerns that user queries using the specified syntax (command form sentences and including
variable names) may adversely affect the retrieval results, after the full study was complete we modified 59 user-
issued queries that were indeed complete sentences with full variable names, converting them into short phrases
without variable names and re-ran the retrieval. We then compared the results and manually annotated the number
of times the search engine returned a result that we judged was sufficient to understand how to perform the
programming task specified by the user’s intent. As a result, the user-written full intent resulted in a sufficient
answer 34/59 times, and the simplified intent without variable names returned a sufficient answer 36/59 times, so it
appears that including variable names has a marginal to no effect on whether the search engine was able to provide
a good top-1 result. We also measured the exact-match overlap between the top-1 results, and found it to be 22/59,
and overlap between the top-7 result lists was 182/(59*7).

11Note the special syntax used to mark explicit variables; see Appendix 4.11.6 for full syntax details.
12We note that the main motivation for this ordering is that the generation results tend to be significantly

more concise than the retrieval results (Figure 4.6). If we put the retrieval results first it is likely that the users
would rarely scroll past the retrieval results and view the generation results due to issues of screen real-estate. It is
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(a) Query input interface (b) Code snippet candidates

Figure 4.2: Screenshots of the in-IDE plugin taking a natural language query as input and listing
code snippet candidates from both code generation and code retrieval.

The number 7 was chosen subjectively, trying to maximize the amount and diversity of
resulting code snippets while minimizing the necessary screen space to display them and,
therefore, the amount of scrolling expected from study participants looking to inspect all the
plugin-returned results. After completing the current study, we found that the most relevant
code snippets are typically within the top 3 results, and thus a smaller number of candidates
may be sufficient. While the number and ordering of candidates has the potential to have a
significant impact on the efficiency and efficacy of the developer assistant, a formal evaluation
of this impact is beyond the scope of this work.

If a code snippet is selected, the code snippet is then inserted in the current cursor’s position
in the code editor. The user’s selection is also recorded by our instrumentation in the back end.
Understandably, some returned code snippets may not be directly suitable for the context inside
the editor, so the user is welcome (and encouraged by the instructions we give as part of our
human study) to edit the auto-inserted code snippets to fit their specific intent. After the edit is
done, the user is asked to upload their edits to our server, along with the context of the code,

important to consider that alternative orderings may result in different experimental results, although examining
alternate orderings was not feasible within the scope of the current study.
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(a) Generated code with errors in the context (b) The user fixes the error and uploads

Figure 4.3: Screenshots of fixing the small errors in generated code and upload the correct
snippet.

using a dedicated key combination or the IDE’s context menu. The process is illustrated in
Figure 4.3. The edit data enable us to analyze how many and what kind of edits the users need
to make to transform the auto-generated code to code that is useful in their context.13

4.4 Human Study Design

Given our NL2Code joint code generation and retrieval IDE plugin above, we designed and carried
out a human study with 31 participants assigned to complete a range of Python programming
tasks in both control (no plugin) and treatment (plugin) conditions.

4.4.1 Task Design

To emulate real world Python development activities, but also fit within the scope of a user study,
we compiled a set of 14 reasonably sized Python programming tasks, organized into 7 categories
(2 tasks per category) that span a diversity of levels of difficulty and application domains.

We started by identifying representative task categories that many users would encounter in
practice. To that end, we analyzed two sources. First, we manually reviewed all the Python pro-
gramming courses listed on three popular coding education websites, Udacity,14 Codecademy,15

and Coursera,16 to identify modules commonly taught across all websites that indicate common
13The edit data may also be helpful as training data for improving code generation and retrieval models. We

release our data publicly to encourage this direction in future work.
14https://www.udacity.com/courses/all
15https://www.codecademy.com/catalog
16https://www.coursera.org/
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usage scenarios of the Python language. Second, we cross checked if the previously identified
use cases are well represented among frequently upvoted questions with the [python] tag on
Stack Overflow, which would further indicate real programmer needs. By searching the category
name, we found that each of our identified categories covers more than 300 questions with more
than 10 upvotes on Stack Overflow. We iteratively discussed the emerging themes among the
research team, refining or grouping as needed, until we arrived at a diverse but relatively small
set of use cases, covering a wide range of skills a Python developer may need in practice.

In total, we identified 7 categories of use cases, summarized in Table 4.2. For each of the 7
categories, we then designed 2 tasks covering use cases in the most highly upvoted questions on
Stack Overflow. To this end, we searched Stack Overflow for the “python” keyword together
with another keyword indicative of the task category (e.g., “python matplotlib,” “python pandas”),
selected only questions that were asking how to do something (i.e., excluding questions that ask
about features of the language, or about how to install packages), and drafted and iteratively
refined after discussion among the research team tasks that would cover 3-5 of themost frequently
upvoted questions.

We illustrate this process with the following example task for the “Data visualization”
category:17

By running python3 main.py, draw a scatter plot of the data in shampoo.csv and save it to shampoo.png.
The plot size should be 10 inches wide and 6 inches high. The Date column is the x axis (some dates are
missing from the data and in the plot the x axis should be completed with all missing dates without sales data).
The date string shown on the plot should be in the format (YYYY-MM-DD). The Sales column is the y axis.
The graph should have the title “Shampoo Sales Trend”. The font size of the title, axis labels, and x & y tick
values should be 20pt, 16pt, and 12pt respectively. The scatter points should be colored purple.

This task covers some of the top questions regarding data visualization with matplotlib

found on Stack Overflow through the approach described above:
1. How do you change the size of figures drawn with matplotlib?18

2. How to put the legend out of the plot?19

3. Save plot to image file instead of displaying it using Matplotlib?20

17Corresponding to the search https://stackoverflow.com/search?tab=votes&q=python%20matplotlib.
18https://stackoverflow.com/questions/332289/how-do-you-change-the-size-of-figures-drawn-

with-matplotlib
19https://stackoverflow.com/questions/4700614/how-to-put-the-legend-out-of-the-plot
20https://stackoverflow.com/questions/9622163/save-plot-to-image-file-instead-of-

displaying-it-using-matplotlib

58

https://stackoverflow.com/search?tab=votes&q=python%20matplotlib
https://stackoverflow.com/questions/332289/how-do-you-change-the-size-of-figures-drawn-with-matplotlib
https://stackoverflow.com/questions/332289/how-do-you-change-the-size-of-figures-drawn-with-matplotlib
https://stackoverflow.com/questions/4700614/how-to-put-the-legend-out-of-the-plot
https://stackoverflow.com/questions/9622163/save-plot-to-image-file-instead-of-displaying-it-using-matplotlib
https://stackoverflow.com/questions/9622163/save-plot-to-image-file-instead-of-displaying-it-using-matplotlib


4. How do I set the figure title and axes labels font size in Matplotlib?21

For each task designed, we also provide the user with required input data or directory
structure for their program to work on, as well as example outputs (console print-outs, output
files & directories, etc.) so that they could verify their programs during the user study.

Table 4.2 summarizes the 14 tasks. The full task descriptions and input/output examples can
be found online, as part of our replication package at https://github.com/neulab/tranx-
study. The tasks have varying difficulties, and on average each task would take about 15-40
minutes to complete.

Table 4.2: Overview of our 14 Python programming tasks.

Category Tasks

Basic Python
T1-1 Randomly generate and sort numbers and characters with dictionary
T1-2 Date & time format parsing and calculation with timezone

File
T2-1 Read, manipulate and output CSV files
T2-2 Text processing about encoding, newline styles, and whitespaces

OS
T3-1 File and directory copying, name editing
T3-2 File system information aggregation

Web Scraping
T4-1 Parse URLs and specific text chunks from web page
T4-2 Extract table data and images from Wikipedia page

Web Server & Client
T5-1 Implement an HTTP server for querying and validating data
T5-2 Implement an HTTP client interacting with given blog post APIs

Data Analysis & ML
T6-1 Data analysis on automobile data of performance metrics and prices
T6-2 Train and evaluate a multi-class logistic regression model given dataset

Data Visualization
T7-1 Produce a scatter plot given specification and dataset
T7-2 Draw a figure with 3 grouped bar chart subplots aggregated from dataset

4.4.2 Participant Recruitment & Task Assignments

Aiming to recruit participants with diverse technical backgrounds but at least some programming
experience and familiarity with Python so as to be able to complete the tasks, we advertised
our study in two ways: (1) inside the university community through personal contacts, mailing

21https://stackoverflow.com/questions/12444716/how-do-i-set-the-figure-title-and-axes-

labels-font-size-in-matplotlib
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lists, and Slack channels, hoping to recruit researchers and students in computer science or
related areas; (2) on the freelancer platform Upwork,22 hoping to attract participants with
software engineering and data science experience. We promised each participant US$5 per task
as compensation; each participant was expected to complete multiple tasks.

To screen eligible applicants, we administered a pre-test survey to collect their self-reported
levels of experience with Python and with each of the 7 specific task categories above; see
Appendix 4.11.2 for the actual survey instrument. We only considered as eligible those applicants
who reported at least some experience programming in Python, i.e., a score of 3 or higher given
the answer range [1: very inexperienced] to [5: very experienced]; 64 applicants satisfied these
criteria.

We then created personalized task assignments for each eligible applicant based on their
self reported levels of experience with the 7 specific task categories (see Appendix 4.11.3 for the
distributions of participants’ self reported experience across tasks), using the following protocol:

1. To keep the study relatively short, we only assign participants to a total of 4 task categories
(8 specific tasks, 2 per category) out of the 7 possible.

2. Since almost everyone eligible for the study reported being at least somewhat experienced
with the first 2 task categories (Basic Python and File), we assigned everyone to these
2 categories (4 specific tasks total). Moreover, we assigned these 2 categories first and
second, respectively.

3. For the remaining 5 task categories, sorted in increasing complexity order,23 we rank them
based on a participant’s self reported experience with that task genre, and then assign
the participant to the top 2 task categories with most experience (another 4 specific tasks
total).

Note that this filtering by experience is conducive to allowing participants to finish the tasks in
a reasonable amount of time, and reflective of a situation where a developer is working in their
domain of expertise. However, at the same time it also means that different conclusions might
be reached if novice programmers or programmers without domain expertise used the plugin
instead.

Next, we randomly assigned the first task in a category to either the treatment condition,
i.e., the NL2Code plugin is enabled in the virtual environment IDE and the participants are
instructed to use it,24 or the control condition, i.e., the NL2Code plugin is disabled. The second

22https://www.upwork.com/
23The task identifiers in Table 4.2 reflect this order.
24Despite these instructions, some participants did not use the plugin even when it was available and when
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task in the same category is then automatically assigned to the other condition, e.g., if the plugin
is on for task1-1, it should be off for task1-2. Therefore, each participant was asked to complete
4 tasks out of 8 total using the NL2Code plugin, and 4 without.

Finally, we invited all eligible applicants to read the detailed study instructions, access the
virtual environment, and start working on their assigned tasks. Only 31 out of the 64 eligible
applicants after the pre-test survey actually completed their assigned tasks.25 Their backgrounds
were relatively diverse; of the 31 participants, 12 (39%) were software engineers and 11 (35%)
were computer science students, with the rest being researchers (2, 6%), and other occupations
(6, 19%). Our results below are based on the data from these 31 participants.

4.4.3 Controlled Environment

Participants worked on their assigned tasks inside a custom instrumented online virtual environ-
ment, accessible remotely. Our virtual machine is preconfigured with the PyCharm Community
Edition IDE26 and the Firefox Web browser; and it has our NL2Code plugin either enabled or
disabled inside the IDE, depending on the condition. See Appendix 4.11.1 for complete technical
details.

In addition, the environment logs all of the user’s interactions with the plugin in the PyCharm
IDE, including queries, candidate selections, and edits; all of the user’s fine-grained IDE editor
activities; the user’s Web search/browsing activities inside Firefox; all other keystrokes inside
the VM; and the source code for each one of the user’s completed tasks.

To get a sense of how the source code evolves, whenever the user does not makemodifications
to the code for at least 1.5 seconds, the plugin also automatically uploads the current snapshot
of the code to our server. The intuition behind this heuristic is that after a user makes some
type of meaningful edit, such as adding or modifying an argument, variable, or function, they
usually pause for a short time before the next edit. This edit activity granularity can be more
meaningful than keystroke/character level, and it is finer grained than intent level or commit
level edits.

Given that it is identifiable, we record participants’ contact information (only for compen-

instructed. We discovered this while analyzing the data collected from the study and filtered out 8 participants that
did not use the plugin at all. They do not count towards the final sample of 31 participants we analyze data from,
even though they completed tasks.

25Note that 4 of the 31 participants did not complete all 8 of their assigned tasks. We include their data from the
tasks they completed and do not consider the tasks they did not finish.

26https://www.jetbrains.com/pycharm/download/
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Figure 4.4: Distributions of task completion times (in seconds) across tasks and conditions (w/
and w/o using the plugin). The horizontal dotted lines represent 25% and 75% quartiles, and the
dashed lines represent medians.

sation purposes) separately from their activity logs. This Human Subjects research protocol
underwent review and was approved by the Carnegie Mellon University Institutional Review
Board.

4.4.4 Data Collection

To answer our research questions (Section 4.2), we collect the following sets of data.

Task Performance Data (RQ1). The first research question compares measurable properties
of the tasks completed with and without the help of or NL2Code IDE plugin and its underlying
code generation and code retrieval engines. One would expect that if such systems are useful in
practice, developers would be able to complete programming tasks faster without compromising
on output quality. To investigate this, we measure two variables related to how well study
participants completed their tasks and the quality of the code they produced:

• Task Completion Time. Since all activity inside the controlled virtual environment is logged,
including all keystrokes and mouse movements, we calculate the time interval between
when a participant started working on a task (first keystroke inside the IDE) and when
they uploaded their final submission to our server.

Recall that participants worked asynchronously and they may have decided to take
breaks; we designed our virtual environment to account for this, with explicit pause/resume
functionality. To account for possible breaks and obtain more accurate estimates of time
spent on task, we further subtract the time intervals when participants used our explicit
pause/resume functionality, as well as all intervals of idle time in which participants had
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no mouse or keyboard activity for 2 minutes or more (they may have taken a break without
recording it explicitly).

Figure 4.4 shows the distributions of task completion times across the two conditions
(with and without the plugin).

• Task Correctness. Following the common practice in computer science education [59, 83,
127], we design a rubric for each task concurrently with designing the task, and later
score each submission according to that rubric. We weigh all tasks equally, assigning a
maximum score of 10 points to each. For each task, the rubric covers both basic aspects
(e.g., runs without errors/exceptions; produces the same output as the example output
provided in the task description) as well as implementation details regarding functional
correctness (e.g., considers edge cases, implements all required functionality in the task
description).

For example, for the data visualization task described in Section 4.4.1, we created the
following rubric, with the number in parentheses representing the point value of an item,
for a total of 10 points: (i) Runs without errors (2); (ii) Correct image output format (png)
(2); (iii) Read in the raw data file in correct data structure (1); (iv) Correct plot size (1);
(v) Correctly handle missing data points (1); (vi) Date (x axis) label in correct format (1);
(vii) Title set correctly (1); (viii) Font size and color set according to specification (1).

To reduce subjectivity, we graded each submission blindly (i.e., not knowing whether
it came from the control or treatment condition) and we automated rubric items when
possible, e.g., using input-output test cases for the deterministic tasks and checking if the
abstract syntax tree contains nodes corresponding to required types (data structures) such
as dictionaries. See our online appendix27 for the complete rubrics and test cases for all
tasks.

Figure 4.5 shows the distributions of scores across tasks, between the two conditions.

Plugin Queries, Snippets and User Edits (RQ2). We record user queries using the plugin,
both the generated and retrieved code snippet candidates returned for the query, and the user
selection from the candidates to insert into their source code. We use the data to analyze the
NL queries and whether users preferred to use generated vs. retrieved code. In addition, we
also record the user edits after inserting the code snippet from the plugin, along with the code
context for the analysis on post edits required after using the plugin.

27https://github.com/neulab/tranx-study/blob/master/rubrics.md
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Figure 4.5: Distributions of task correctness scores (0–10 scale) across tasks and conditions. The
horizontal dotted lines represent 25% and 75% quartiles, and the dashed lines represent medians.

Participant Perceptions of Tool Use (RQ3). We ran short post-test surveys after every
task and a final post-test survey at the end of the study as a whole (see Appendix 4.11.4 for
instruments) to collect data on the participants’ subjective impressions of using the NL2code
plugin and interacting with the code generation and code retrieval systems. We asked Likert-
style and open-ended questions about aspects of using the plugin the participants enjoyed, and
aspects they wish to see improved.

Next we describe how we analyzed these data and we answer each of our research questions.

4.5 RQ1: NL2Code Plugin Effects on Task Completion Time

and Program Correctness

We start by describing our shared data analysis methodology, applied similarly to both variables
corresponding to RQ1, then present our results for each variable.

Methodology. Recall, we assign each participant a total of 8 tasks, 2 per task category, based on
their experience levels with those categories; in each category, we randomly assign one of the 2
tasks to the NL2Code plugin (treatment) condition and the other task to the no plugin (control)
condition. We then compute the three sets of outcome variables above.

The key idea behind our analysis is to compare the distributions of outcome variables
between tasks completed in the treatment and control conditions. However, this comparison
is not straightforward. First, our study design imposes a hierarchical structure during data
collection, therefore the individual observations are not independent—by construction, the
same participant will have completed multiple tasks over the course of the study. Moreover,
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tasks vary in difficulty, again by construction, therefore it is expected that their corresponding
response variables, e.g., task completion times, can be correlated with the tasks themselves; e.g.,
on average, more complex tasks will take longer to complete. Finally, the participants vary in
their self reported levels of Python and individual task category experience; we should separate
experience-related effects from effects of using the plugin, if any.

Therefore, we usemixed-effects [117] as opposed to themore common fixed-effects regression
models to analyze our data. Fixed-effects models assume that residuals are independently and
identically distributed, which is an invalid assumption in our case given the hierarchical nature
of our data: e.g., responses for the different measurement occasions (tasks) within a given
individual are likely correlated; a highly experienced Python programmer completing one task
quickly is more likely to complete other tasks quickly as well. Mixed-effects models address
this issue by having a residual term at each level, e.g., the observation level and the study
participant level, in which case the individual participant-level residual is the so-called random
effect. This partitions the unexplained residual variance into two components: higher-level
variance between higher-level entities (study participants) and lower-level variance within these
entities, between measurement occasions (tasks).

We consider two model specifications for each response variable. Our default model includes
random effects for the individual and task, per the rationale above, a fixed effect for task
category experience (e.g., participants with more machine learning experience should complete
the machine learning task faster, on average), and a dummy variable to indicate the condition
(plugin vs no plugin). For example, for the task completion time response, we estimate the
model:28

completion_time = experience + uses_plugin + (1∣user) + (1∣task) (4.1)

As specified, our default model may suffer from heterogeneity bias [33]. Task category
experience, a higher-level (i.e., individual-level as opposed to observation-level) predictor, varies
both within and across study participants: within participants, experience can vary across the
4 task categories—a user may be more experienced with basic Python than with data science;
and across participants, experience with any given task category is likely to vary as well—some
participants report higher experience with data science-related tasks than others. This means
that experience (a fixed effect) and user (a random effect) may be “correlated.” In turn, this may
result in biased estimates, because both the within- and between-effect are captured in one
estimate.

28We are using the R syntax to specify random effects.
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There are two sources of variation that can be used to explain changes in the outcome:
(1) overall, more experienced programmersmay bemore efficient at completing tasks (group-level
pattern); and (2) when becomingmore experienced, programmersmay also becomemore efficient
at completing tasks (individual-level pattern). Therefore, to address potential heterogeneity bias,
we split our fixed effect (experience) into two variables, each representing a different source of
variation: a participant’s average experience across all task categories (experience_btw), and
the deviation for each task from the participants’s overall mean experience (experience_wi).
This process is known as de-meaning or person-mean centering [117]. This way, mixed-effects
models can model both within- and between-subject effects [33], as recommended for a long
time by Mundlak [287]. Taking the same task completion time response variable as an example
(other variables are modeled analogously), our refined model becomes:

completion_time = experience_btw + experience_wi + uses_plugin + (1∣user) + (1∣task) (4.2)

In both cases, the estimated coefficient for uses_plugin indicates the effect of using the
plugin, while holding fixed the effects of experience and other random user and task effects.

For estimation we used the functions lmer and lmer.test in R. We follow the traditional level
for statistical significance when interpreting coefficient estimates, i.e., p < 0.05. As indicators of
goodness of fit, we report a marginal (R2

m) and a conditional (R2
c ) coefficient of determination

for generalized mixed-effects models [185, 294], as implemented in the MuMIn package in R:
R2

m describes the proportion of variance explained by the fixed effects alone; R2
c describes the

proportion of variance explained by the fixed and random effects together.

Threats to Validity. Besides potential threats to statistical conclusion validity arising from the
very nature of the data we are regressing over, discussed above and mitigated through our choice
of mixed-effects regression models and their specific designs, we note the standard threats to
statistical conclusion validity affecting linear regression models in general. To mitigate these,
we take standard precautions. First, we removed as outliers the top 1% most extreme values.
Second, we checked for collinearity among the predictors we use the variance inflation factor
(VIF) [76]; all were below 3, i.e., multicollinearity is not an issue [211]. Finally, we acknowledge
that additional time may be spent as the users are asked to upload their edits, increasing the
amount of time necessary in the plugin setting. However the time spent for uploading is minimal
as the plugin automatically helps the user to remove the auto-generated comments with only a
press of a keyboard shortcut.

Results. Table 4.3 summarizes our default specification mixed-effects regressions for both
response variables; the models with our second specification (de-meaned task experience) are
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equivalent, see Appendix 4.11.7. All models include controls for the amount of users’ experience
with the respective task categories as well as other random user and task effects. In all cases,
the models fit the data reasonably well (ranging from R2

c = 29% for task correctness scores, to
R2

c = 64% for task completion time), with most of the variance explained attributable to the two
random effects (task and user)—there is significant user-to-user and task-to-task variability in
all response variables.

Table 4.3: LMER task performance models (default specification).

Dependent variable:

Completion time Correctness score

(1) (2)

Experience −195.62 0.07

(183.11) (0.24)

Uses plugin 15.76 0.44

(196.11) (0.30)

Constant 3,984.51∗∗∗ 5.88∗∗∗

(838.07) (1.03)

Observations 224 237

Num users 31 31

Num tasks 14 14

sd(user) 1489.25 0.82

sd(task) 1104.7 1.14

R2m 0.004 0.008

R2c 0.642 0.289

Akaike Inf. Crit. 3,987.14 1,106.66
Bayesian Inf. Crit. 4,007.61 1,127.46

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Analyzing the models we make the following observations. First, looking at the completion
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time model (1), there is no statistically significant difference between the two conditions. Stated
differently, we do not find sufficient evidence to conclude that users in the plugin condition
complete their tasks with different speed on average than users in the control group, contrary
to our expectation.

Second, and this time in line with our expectation, there is no statistically significant differ-
ence between the two conditions in task correctness scores (model (2)). That is, the code written
by users in the plugin condition appears statistically indistinguishably as correct from the code
written by users in the control group.

We investigate more differences between the code written by study participants in each of
the two conditions in more detail in the next section.

4.6 RQ2: Comparison of Generated vs Retrieved Code

In this section we focus on how study participants are interacting with the code generation and
retrieval systems. Specifically, we dive deeper into both the inputs to and the outputs of the
plugin, i.e., we analyze the quality of the queries issued by study participants and of the code
snippets produced in return, contrasting code generation to retrieval throughout. We analyze
these data along three dimensions, detailed next.

4.6.1 For What Queries do Users Tend to Favor Generation vs Retrieval

Answers

First, we investigate whether there are any discernible characteristics of the natural language
queries (and therefore tasks) that associate with study participants tending to favor the code
snippets returned by the code generation model over those returned by the code retrieval model.

Methodology. Using our instrumented environment, we collect all successful queries issued
by the study participants, i.e., those for which a code snippet from among the listed candidates
was selected, and we record which of the two sources (generation or retrieval) the snippet came
from. See Table 4.10 in Appendix 4.11.8 for the complete set of queries from our 31 participants,
organized per task. We then build a binary logistic regression model with snippet source as
outcome variable and bag-of-words features of the natural language input queries as predictors.

If this model is able to predict the source of the code snippet better than by chance, then
we can conclude that there is some correlation between the type of input query and the users’
preference for generated versus retrieved code snippets. Moreover, the word feature weights in
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the logistic regression model could shed some light on what features are the most representative
of queries that were effectively answered using generation or retrieval. For our analysis, we
manually review the top 20 (approx. 7%) contributing query features for each value of the
outcome variable (“generation” vs “retrieval”) and discuss patterns we observe qualitatively,
after thematic analysis.

Specifically, for each query, we tokenize it, filter out English stopwords, and compute a bag-of-
words and bag-of-bigrams vector representation, with each element of the vector corresponding
to the number of times a particular word or bigram (two-word sequence) occurred in the query.
The number of distinct words in all queries is 302, and the number of distinct bigrams in all
queries is 491, and thus the dimensionality of the query vector is 793.29 We then estimate the
model:

Pr(chosen snippet is “generated”) = exp(Xβ)
1 + exp(Xβ)

, (4.3)

where X here represents a k-dimensional bag-of-word vector representation of a given query,
and β are the weights to be estimated. To this end, we randomly split all the collected query and
candidate selection pairs into training (70% of the data) and held-out test (30%) sets. We then
train the model using 5-fold cross-validation until it converges, and subsequently test it on the
held-out set. We use 0.5 as a cutoff probability for our binary labels. In addition, we also build a
trivial baseline model that always predicts “retrieval.”

The baseline model is 55.6% accurate (among the successful queries in our sample there are
slightly more code snippets retrieved rather than generated). Our main logistic regression model
is 65.9% accurate, i.e., the model was able to learn some patterns of differences between those
queries that result in code generation results being chosen over code retrieval ones and vice
versa.

Threats to Validity. One potentially confounding factor is that the plugin always displays
code generation results first, before code retrieval. Ordering effects have been reported in other
domains [354] and could also play a role here. Specifically, users who inspect query results
linearly, top-down, would see the code generation results first and might select them more
frequently than if the results were displayed in a different order. That is, we might infer that
users prefer code generation to retrieval only because they see code generation results first, thus
overestimating the users’ preference for code generation versus retrieval.

29We also experimented with other features, e.g., query length, query format compliance, etc., but did not notice
a significant difference in prediction accuracy.
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Table 4.4: Most important 20 features and their weights from the logistic regression modeling
whether successful plugin queries result in generated or retrieved code snippets.

Generation Retrieval

Weight Feature Weight Feature Weight Feature Weight Feature

0.828 open 0.352 current 0.471 letters 0.294 extract
0.742 time 0.345 delete row 0.442 copy 0.289 set
0.676 sort 0.345 random number 0.438 matplotlib 0.289 plt set
0.590 read csv 0.339 trim 0.437 datetime 0.282 read file
0.556 list 0.330 text file 0.410 python 0.282 cross validation
0.507 number 0.326 keys 0.365 column csv 0.274 scikit
0.402 search 0.310 round 0.361 bar 0.274 dataframe csv
0.399 open file 0.293 numbers 0.344 copy files 0.274 sklearn
0.385 dictionary 0.291 row dataframe 0.334 delete column 0.272 digit
0.353 read 0.290 load csv 0.302 write file 0.270 folders

Even though testing ordering effects experimentally was not practical with our study design,
we could test a proxy with our log data—to what extent the code generation results overlap with
the code retrieval ones. High overlap could indicate that code retrieval results might have been
chosen instead of code generation ones, if presented earlier in the candidates list. Whenever
study participants chose a snippet returned by the code generation model, we compared (as
strings) the chosen snippet to all candidates returned by the code retrieval engine. Only 6 out of
173 such unique queries (~3.5%) also contained the exact chosen code generation snippet among
the code retrieval results, therefore we conclude that this scenario is unlikely.30

Another potentially confounding factor is that an icon indicative of generation or retrieval
is displayed next to each result in the plugin UI. This means that users know which model
produced which candidate snippet and might choose a snippet because of that reason rather than
because of the snippet’s inherent usefulness. More research is needed to test these effects. We
hypothesize that biases may occur in both directions. On the one hand, holding other variables
like ordering fixed, users might prefer code generation results because of novelty effects. On
the other hand, users might prefer code retrieval results because of general skepticism towards
automatically generated code, as has been reported, e.g., about automatically generated unit

30Note that this only considers exact substring matches. There may be additional instances of functionally
equivalent code that is nonetheless not an exact match.
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tests [109, 362].
Regarding the analysis, we use an interpretable classifier (logistic regression) and follow

standard practice for training and testing (cross-validation, held-out test set, etc.), therefore we
do not expect extraordinary threats to validity related to this part of our methodology. However,
we do note the typical threats to trustworthiness in qualitative research related to our thematic
analysis of top ranking classifier features [303]. To mitigate these, we created a clear audit trail,
describing and motivating methodological choices, and publishing the relevant data (queries,
top ranking features after classification, etc.). Still, we note potential threats to transferability
that may arise if different features or different classifiers are used for training, or a different
number/fraction of top ranking features is analyzed qualitatively for themes.

Results. In Table 4.4, we show the top features that contributed to predicting each one of the
two categories, and their corresponding weights. Inspecting the table we make two observations.

First, we observe that for code generation, the highest ranked features (most predictive
tokens in the input queries) refer mostly to basic Python functionality, e.g., “open, read csv,
text file” (opening and reading a file), “sort, list, number, dictionary, keys” (related to basic data
structures and operations in Python), “random number” (related to random number generation),
“trim” (string operations), etc. For example, some stereotypical queries containing these tokens
that result in the code generation snippets being chosen are “open a csv file `data.csv` and read
the data”, “get date and time in gmt”, “list all text files in the data directory”, etc.

In contrast, we observe that many queries that are more likely to succeed through code
retrieval contain terms related to more complex functionality, some usually requiring a series of
steps to fulfill. For example, “datetime” (regarding date and time operations), “cross validation,
sklearn, column csv” (regarding machine learning and data analysis), “matplotlib” (data visual-
ization), etc. are all among the top features for queries where users more often chose the code
retrieval snippets.

In summary, it seems predictable (substantially more so than by random chance) whether
natural language user queries to our NL2Code plugin are more likely to succeed through code
generation vs code retrieval on average, given the contents (words) of the queries.

4.6.2 HowWell-Specified Are the Queries

Search is a notoriously hard problem [167, 252], especially when users do not start knowing
exactly what they are looking for, and therefore are not able to formulate clear, well-specified
search queries. In this subsection we investigate the quality of the input natural language queries,
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and attempt to delineate it from the quality of the underlying code generation and retrieval
systems—either one or both may be responsible for failures to obtain desirable code snippets for
a given task.

Anecdotally, we have observed that input queries to our NL2Code plugin are not always
well-specified, even when the participants selected and inserted into their code one of the
candidate snippets returned by the plugin for that query. A recurring issue seems to be that
study participants sometimes input only a few keywords as their query (e.g., “move file”), perhaps
as they are used to interacting with general purpose search engines like Google, instead of more
detailed queries as expected by our plugin. For example, study participants sometimes omit
(despite our detailed instructions) variable names part of the intent but defined elsewhere in
the program (e.g., “save dataframe to csv” omits the DataFrame variable name). Similarly, they
sometimes omit flags and arguments that need to be passed to a particular API method (e.g.,
“load json from a file” omits the actual JSON filename).

Methodology. The key idea behind our investigation here is to replace the underlying code
generation and retrieval systems with an oracle assumed to be perfect—a human expert Python
programmer—and study how well the oracle could have produced the corresponding code
snippet given a natural language input query. If the oracle could successfully produce a code
snippet implementing the intent, then we deem the query “good enough”, or well-specified;
otherwise, we deem the query under-specified. The fraction of “good enough” queries to all
queries can be considered as an upper bound on the success rate of a perfect code generation
model.

Concretely, we randomly sampled 50 queries out of all successful queries issued during
the user study (see Table 4.11 in Appendix 4.11.9 for the sample), and had the first author of
this paper, an proficient programmer with 8 years of Python experience, attempt to generate
code based on each of them. The oracle programmer considered two scenarios: (1) generating
code given the input query as is, without additional context; (2) if the former attempt failed,
generating code given the input query together with the snapshot of the source file the study
participant was working in at the time the query was issued, for additional context.

For each query, we record three binary variables: two indicating whether each of the oracle’s
attempts succeeded, without and with additional context, respectively,31 and the third indicating
whether the code snippet actually chosen by the study participant for that query came from the
code generation model or the code retrieval one; see Table 4.11 in Appendix 4.11.9.32

31The former implies the latter but not vice versa.
32Note that on the surface, when looking at the data in Table 4.11, the values of the former two binary variables
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We then measure the correlation, across the 50 queries, between each of the two oracle
success variables and the code snippet source variable, using the phi coefficient ϕ [79], a standard
measure of association for two binary variables similar to the Pearson correlation coefficient in
its interpretation. This way we can assess how close the code generation model is from a human
oracle (the good enough as is scenario), and whether contextual information from the source
code the developer is currently working on might be worth incorporating into code generation
models in the future (the good enough with context scenario); note that the code generation
model we used in this study [439, 466] does not consider such contextual information.

Threats to Validity. We follow standard practice for the statistical analysis in this section,
therefore we do not anticipate notable threats to statistical conclusion validity. Due to the
limitations of our telemetry system, we did not record unsuccessful queries (i.e. queries that the
user entered but no candidate is selected). As a result, queries that favor neither generation nor
retrieval cannot be compared. However, we acknowledge three other notable threats to validity.
First, we used only one expert programmer as oracle, which may introduce a threat to construct
validity given the level of subjectivity in determining which queries are “good enough”. To
mitigate this, we discussed among the research team, whenever applicable, queries for which
the expert programmer was not highly confident in the determination. Second, our random
sample of 50 queries manually reviewed by the expert programmer is only representative
of the population of 397 queries with 95% confidence and 13% margin of error, which may
introduce a threat to internal validity. However, the relatively small sample size was necessary
for practical reasons, given the high level of manual effort involved in the review. Finally, we
note a potential threat to construct validity around the binary variable capturing the source
(generation or retrieval) of the candidate code snippets selected by the study participants. There
is an implicit assumption here that study participants know what the right answer (code snippet)
should be given a natural language query, and are able to recognize it among the candidates
provided by the NL2Code plugin; therefore, we assume that the snippet source variable captures

(the oracle’s determination) may not always seem intuitive given the query. For example, the oracle determined the
query “pandas to csv” to be not good enough, even with context, while the query “pandas output csv”, seemingly
equivalent, was found to be good enough with context. In both cases, the intent appears to be exporting a pandas
dataframe (a popular data science Python library) as a csv file. However, in the first example the snapshot of the
source file the study participant was working in at the time of the query did not yet include any such dataframe
objects; the user appears to have issued the query ahead of setting up the rest of the context. A context-aware code
generation model would also not be able to extract any additional information in this case, similarly to the human
oracle.
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actual quality differences between code snippets produced by the generation and retrieval
models, respectively. However, this may not be the case. To test this, we reviewed all the
candidate snippets returned by the plugin for the first 6 among the 50 queries analyzed. Across
the 6 ⋅2 models (generation/retrieval) ⋅7 candidates per model = 84 candidate snippets, we only
discovered one case where the study participant could have arguably chosen a more relevant
snippet. Therefore, we expect the incidence of violations of this assumption to be rare enough
to not materially affect our results.

Table 4.5: Contingency tables for the two oracle comparison
scenarios in Section 4.6.2; see Table 4.10 in Appendix 4.11.8 for
the actual queries.

Snippet Query

Generation
Good enough as is Good enough w/ context

False True False True

False 23 8 15 16
True 7 12 1 18

Results. Table 4.5 shows contingency tables for each of the two oracle comparison scenarios.
Note that the “good enough with context” category includes all queries that are “good enough
as is”, by construction. Inspecting the results in the table, we make the following observations.

First, the natural language queries analyzed are more often than not insufficiently well-
specified for even the human expert to be able to write code implementing those intents;
only 20 out of 50 queries (40%) are deemed “good enough as is” by the oracle. Representative
examples of failures from Table 4.11 are the queries consisting of a few keywords (e.g., “csv
writer”, “defaultdict”) rather than queries containing sufficient details about the user’s intent
(e.g., “remove first column from csv file”). Considering the source file the user was editing at
query time helps, with 34 (68%) of the queries now being deemed “good enough with context”
by the oracle.

Second, there is moderately high and statistically significant association between the suc-
cess of the code generation model (i.e., the study participant choosing one of those candidate
code snippets) and the quality of queries in both scenarios: ϕ = 0.37 (p = 0.008) for already
well-specified queries and ϕ = 0.45 (p = 0.001) for queries that become informative enough
given additional context. This suggests that input query quality can have a big impact on

74



the performance of the code generation model, and that incorporating additional contextual
information may help.

Analyzing the failure rate of the code generation model (generation = False), we observe that
it is relatively high in general (31 out of 50 queries, or 62%). However, most of these cases are in
response to under-specified queries (23 out of the 31 failures; 74%), for which even the human
oracle failed to generate the corresponding code. Still, there are 8 (26%) failure cases where the
human expert could directly implement the natural language intent without additional context:
“date now”, “for loop on range 100”, “generate random letters”, “get now one week from now”,
“get time and date”, “open "data.csv" file”, “how to remove an item from a list using the index”,
and “plt create 3 subplots”. All but the last one seem to refer to basic Python functionality. These
queries are targets where further improved code generation techniques could improve the utility
of the plugin.

Interestingly, we also observe a non-trivial number of under-specified queries (7 out of 30;
23%) for which the code generation model succeeded despite the human oracle failing: “call
ˋpick_with_replacementˋ”, “copy a file to dist”, “pandas round value”, “pandas to csv”, “rename
column pandas”, “plt ax legend”, and “scatter”.

4.6.3 How Much Are the Code Snippets Edited After Plugin Use

Choosing (and inserting into the IDE source file) one of the candidate code snippets returned by
the NL2Code plugin indicates that the code snippet was generally useful. However, while useful,
the code snippet may still be far from an ideal solution to the user’s query. To get a sense of how
appropriate the accepted code snippets are given the user intent, we compare the distributions
of snippet lengths before (i.e., as returned by the plugin) and after potential edits in the IDE.

Methodology. When inserting a code snippet a user selected from among the plugin-returned
candidates, we also insert special code comments in the source file around the snippet, to mark
the start and end of the code fragment corresponding to that particular intent (as shown in
Figure 4.3). Study participants are instructed to use a certain key combination when they are
done editing that code fragment to remove the delimiters and submit the edited version of the
code fragment back to our server. Our analysis in this section compares the length of code
snippets and types of tokens present between these two versions.

Specifically, we first tokenize and tag each version of a code snippet using a Python tokenizer,
and then compare the pairs of distributions of lengths before and after edits for code snippets
originating from each of the two underlying models, generation and retrieval, using the non-
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parametric Wilcoxon signed-rank test; in addition, as a measure of effect size we compute the
median difference between members of the two groups, i.e., the Hodges–Lehman estimator [161].
We also compute and report on the Levenshtein edit distance between the two versions, in terms
of number of tokens. Figure 4.6 visualizes these different distributions.

Threats to Validity. We note two potential threats to construct and external validity related to
the analysis in this section. First, we have no way of enforcing that study participants contain
their code edits related to a particular intent to the section of the source file specially delimited
by code comments for this purpose. One may include unrelated edits in the same code region, or
make related edits outside of the designated region. Therefore, our measurement of snippet length
post edits may not accurately reflect the construct of snippet length as related to a particular in-
tent. To mitigate this, we gave clear instructions to participants at the beginning of the study and
manually reviewed a small sample of the edited versions of a snippet, not discovering any obvious
noise. Second, not all study participants followed our instructions every time they used the plugin,
and submitted their final (edited or not) version of the snippet back to our server. Only 303 out of
the 397 successful queries recorded (76.3%) had final code snippets uploaded back to our server.
Since this was not a random sample, our findings on this sample may not generalize to the entire
population of 397 successful queries. To assess the severity of this potential threat, we compared
the distributions of plugin-returned code snippet lengths between all successful queries and just
the 303 queries where study participants uploaded their edits onto our server; for both generated
(Wilcoxon p = 0.54) and retrieved (p = 0.93) code snippets, we found the respective two distribu-
tions statistically indistinguishable, therefore we expect this to not be a sizable threat to validity.

Results. Comparing the two distributions of token lengths for acceptable code snippets from
the code generation model before and after edits, we do not find any statistically significant
differences in their mean ranks (p = 0.345). The mean edit distance between the two versions of
these snippets is 5.2 tokens (min 0, max 130, median 1).

In contrast, comparing the two distributions of token lengths for acceptable code snippets
from the code retrieval engine before and after edits, we find a statistically significant difference
in their mean ranks (p = 1.195 × 10−7). The Hodges–Lehman median difference between the
edited and unedited versions of these snippets is 18 tokens, with a 95% confidence interval from
11 to 23 tokens. The edit distance metric paints a similar picture—acceptable code snippets from
the code retrieval engine, before and after edits, are at a mean edit distance of 13.2 tokens from
each other (min 0, max 182, median 0).

We also note that code retrieval snippets tend to be longer than code generation ones both
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Figure 4.6: Split violin plots comparing the length (in tokens) of the code snippets chosen by the
study participants across all successful queries, before and after potential edits in the IDE. The
horizontal dotted lines represent 25% and 75% quartiles, and the dashed lines represent medians.

before (p < 2.2 × 10−16; median difference 18 tokens, with a 95% confidence interval from 14 to
Infinity) and after edits (p = 2.657 × 10−14; median difference 10 tokens, with a 95% confidence
interval from 7 to Infinity). This may help explain why the retrieved snippets require more
edits to correct the code to better suit the current programming code context, compared to the
generated snippets.

Diving deeper into the edits to the plugin-supplied version of the different snippets, we
compute the frequency distribution of tokens in both versions (plugin and final), normalized
based on total token count in each corpus. Table 4.6 highlights the tokens with the greatest
increases and decreases in relative frequency during editing. We observe that study participants
seem to add common keywords such as “in, for, if, with”, built-in names and functions such
as “key, print”, and common variable names such as “line, filename” to the generated/retrieved
candidates. Stated differently, in these cases the code snippets seem to miss substantive parts
and relevant functionality, which also may be partly due to the lack of specificity described in
the previous section.

In contrast, study participants seem to delete number and string literals from the code
snippets. This may be explained by the fact that the tool used retrieved code snippets as they
appeared on Stack Oveflow, and thus many retrieved code snippets contain additional boilerplate
code required for initialization or setup, and hard-coded example inputs and outputs. We also
observe some commonly used variable names like “df, plt” that get deleted, suggesting that
variable replacement is one of the common operations when reusing the code snippets. An
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interesting observation here is that “In” and “Out” are getting deleted frequently. We find that
it’s mostly due to some of the code snippets retrieved from Stack Overflow being in the format
of IPython REPL, which uses “In” and “Out” to separate the Python source code and execution
outputs. When integrating these snippets, the users will have to remove this superfluous text.
Figure 4.7 shows a representative example of such user edits after selecting a candidate snippet,
which involves deleting IPython REPL contents, variable replacement and addition, as well as
literal replacements.

Table 4.6: Most frequently added/deleted tokens after user edits to plugin-returned code snippets.

Addition Deletion

∆Freq. Token ∆Freq. Token ∆Freq. Token ∆Freq. Token

0.0040 in 0.0016 w -0.0071 2 -0.0016 In
0.0037 for 0.0015 with -0.0071 1 -0.0016 11
0.0030 line 0.0015 `` -0.0043 a -0.0015 y
0.0024 file 0.0015 days -0.0038 0 -0.0014 Seattle
0.0023 key 0.0015 cur_v -0.0034 3 -0.0014 12
0.0023 os.path.join 0.0015 company_info -0.0025 plt -0.0013 4
0.0021 dic 0.0015 n -0.0023 50 -0.0013 iris
0.0021 filename 0.0014 output -0.0021 id_generator -0.0013 string.digits
0.0018 print 0.0014 codecs.open -0.0018 Out -0.0013 10
0.0017 if 0.0014 v -0.0017 df -0.0013 matplotlib.pyplot

Unedited

1 In [479]: df

2 Out[479]:

3 ID birthyear weight

4 0 619040 1962 0.123123

5 1 600161 1963 0.981742

6 2 25602033 1963 1.312312

7 3 624870 1987 0.942120

8

9 In [480]: df["weight"].mean()

10 Out[480]: 0.83982437500000007

Edited

1 car_prices = car_prices["price"].mean()

Figure 4.7: Representative example of user edits to a code snippet retrieved from Stack Overflow.
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Table 4.7: Frequency changes of different token types after user edits to plugin-returned code
snippets. Sorted in descending order, positive number represents addition and negative number
represents deletion.

∆Freq. Type ∆Freq. Type ∆Freq. Type ∆Freq. Type

0.0138 NAME 0.0053 DEDENT 0.0004 COMMENT -0.0095 OP

0.0053 INDENT 0.0022 STRING -0.0049 NEWLINE -0.0248 NUMBER

Furthermore, following the previous observations on actual tokens, we are interested in how
the frequency of different types of tokens changes before and after users edit the plugin-returned
code snippets. We use the tokenize33 Python 3 library to parse and tag the code snippets, and
compare the frequency changes by token type, similar to the previous analysis.34 The results are
shown in Table 4.7. We find that users add new NAME (identifiers, keywords) tokens the most,
with the frequency of STRING (string literal) tokens slightly increased, and COMMENT (comment
strings) tokens staying roughly the same after the edits. NUMBER (numeric literal) tokens are
deleted the most, in line with the observation above, again suggesting that many plugin-returned
snippets are not tailored to specific identifiers and parameters that the user desires. Interestingly,
we also see a slight decrease in frequency of NEWLINE tokens, representing a decrease in the
number of logical lines of Python code after edits. This suggests that the plugin-returned code
snippets are not concise enough in some cases.

4.7 RQ3: User Perceptions of the NL2Code Plugin

Our last research question gauges how study participants perceived working with the NL2Code
plugin, their pain points, and their suggestions for improvement.

Methodology. As part of our post-test survey, we asked the participants open-ended questions
about what worked well when using the plugin and, separately, what they think should be
improved. In addition, we asked participants to rate their overall experience using the plugin
on a Likert scale, ranging from 1 (very bad) to 5 (very good). We then qualitatively coded the
answers to open-ended questions to identify themes in the responses for the 31 who completed

33https://docs.python.org/3/library/tokenize.html
343 of the retrieved snippets cannot be parsed and thus are omitted. See full explanation of different token types

at https://www.asmeurer.com/brown-water-python/tokens.html. We also left out some uninteresting token
types, such as ENCODING, ENDMARKER, NL.
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all their assigned tasks.

Threats to Validity. We acknowledge usual threats to trustworthiness and transferability from
qualitatively analyzing a relatively small set of open-ended survey data [303], as also discussed
above. In particular, we note that only one researcher was involved in coding. To mitigate these
threats, we release all verbatim survey responses as part of our replication package.

Results. Overall, study participants report having a neutral (15/31; 48.4%) or at least somewhat
positive (15/31; 48.4%) experience using the NL2Code plugin, with only one participant rating
their experience as somewhat negative.

Among the aspects the participants report as positive, we distill two main themes:

The plugin helps find code snippets the developer is aware of but cannot fully remember
(P1, P2, P8, P10, P11, P19, P20, P21, P22, P30, P31) These tend to be small commands or less familiar
API calls and API usage patterns, that users have seen before. Two participants summarize this
well:

“On a few occasions, the plugin very conveniently gave me the snippet of code I
was looking for, [which] was “on the tip of my tongue”.” (P10)

“Sometimes I just cannot remember the exact code, but I remember the shape. I
could select the correct one easily.” (P2)

Respondents expressed appreciation for both the generation and retrieval results, and there
was little expression of preference for one method over the other, e.g.:

“Even just having the snippets mined from Stack Overflow visible in the IDE was a
good memory refresher / source of ideas” (P10)

“It was somewhat convenient to not have to switch tabs to Google things, ..., based
on my memory, that most of the suggestions I got were from the internet anyway.”
(P5)

“It has all resources needed at one place.” (P6)

Using an in-IDE plugin is less disruptive than using a web browser (P1, P4, P5, P6, P7,
P10, P18, P20, P24, P27) Many of our respondents who were positive about the plugin reiterate
expected context-switching benefits of not leaving the IDE while programming, e.g.:

“I like that the plugin stops me having to go and search online for solutions. [...] It
can be very easy to get distracted when searching for solutions online.” (P20)

“Compared with manual search, this is faster and less disruptive.” (P1)
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Participants also describe many aspects of the plugin that could be improved.

The quality of code generation and retrieval results could be higher (P3, P4, P5, P7,
P9, P13, P14, P23, P27, P29, P31) Respondents mentioned that it was “rare” (P7) when they could
directly use code from plugin, without modifications. In some cases, results from the plugin
were “not related to the search” (P14), and users “didn’t find what [they were] searching for” (P31). As one
respondent humbly summarized it:

“The model needs some improvements.” (P4)

The insufficient quality of the plugin’s results was especially felt as the tasks became more
complex and involved APIs with complex usage patterns. One participant summarized this well:

“For easy tasks, like walking through a directory in the filesystem, the plugin saves
me time because what I did previously was to go to Stack Overflow and copy the
code. But for difficult tasks like data processing or ML, the plugin is not helpful.
Most snippets are not useful and I have to go to the website of sklearn to read the
full doc to understand what I should do.” (P3)

A particular related pain point is that the snippets from the code retrieval engine often
contain spurious elements (as also noted above). In one participant’s words:

“When inserting the code into my program, I would like to **not** copy the in-
put/output examples, and I can’t imagine ever wanting those in the program itself.”
(P5)

Users could benefit from additional context (P3, P5, P8, P18, P19, P20, P24, P26, P27) Some
respondents mention that it would be useful to include additional (links to) explanations and
documentation alongside the returned code snippets so that the user could understand what the
snippet is supposed to do, or even “which of the suggestions is the correct one when you are not familiar

with a module” (P11). In two participants’ words:
“It would be nice if the examples from the internet could contain the relevant context
of the discussion (e.g., things to consider when using this suggestion), as well as the
input/output examples.” (P5)

“I hope the generated code snippet can have more comments or usage [examples].
Otherwise I still need to search the web to understand what it is.” (P3)

A closely related theme is that using the plugin assumes one has a “good background understanding

of the underlying principles/modules/frameworks” (P11), and they primarily need help with “look[ing] up
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little syntax bits that you have forgotten” (P11). (P1, P11, P16, P25) One participant was especially
critical:

“For more complex problems, I think the plugin does not help at all, because the
programmer needs to know the theoretical background.” (P16)

The plugin could benefit from additional context (P4, P9, P10, P17, P30) Some participants
suggest that the plugin could be “smarter” if it becomes more aware of the local context in the
developer’s IDE, e.g.:

“Sometimes I want to generate an expression to be inserted somewhere, to be
assigned to a variable, or to match the indentation level, without having to tell the
plugin this explicitly. I didn’t feel like the plugin was aware of context.” (P10)

Participants also comment on how the plugin’s query syntax takes some getting used to (P2,
P12, P15), referring in particular to the way the code generation model expects queries to include
variables, while the web search code retrieval engine allows users to only use keywords. For
example:

“[It became] useful to me towards the end when I got the hang of it and could
formulate questions in the correct way (which I feel is somewhat of a skill in itself)”
(P15)

“It is not very natural for me to ‘instantiate’ my questions, I mostly like to search
[using] keywords or just a description of what I want to achieve.” (P2)

Querying the plugin could be interactive (P11, P20, P30) Finally, some participants suggest
to make querying interactive, dialogue-based, rather than unidirectional. This could with refining
queries until they are sufficiently well-specified, or to decompose complex functionality into
smaller steps, e.g.:

“A chatbot [...] could identify the rough area in which the user needs assistance,
[and] could help narrow it down further, helping to pinpoint an exact solution.” (P20)

4.8 Discussion and Implications

Recent years have seen much progress from machine learning and software engineering re-
searchers developing techniques to better assist programmers in their coding tasks, that exploit
the advancements in (deep) learning technology and the availability of very large amounts of data
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from Big Code repositories like GitHub and Stack Overflow. A particularly promising research
direction in this space has been that addressing the decades-old problem of “natural language
programming” [89], i.e., having people instruct machines in the same (natural) language they
communicate in with each other, which can be useful in many scenarios, as discussed in the
Introduction. However, while excited about this research direction and actively contributing to
it ourselves, we are also questioning whether the most impact from such work can be had by
focusing primarily on making technological advancements (e.g., as we write this, a one-trillion
parameter language model has just been announced [102], as only the most current development
in a very rapidly evolving field) without also carefully considering how such proposed solutions
can fit within the software development workflow, through human-centered research.

In this spirit, we have presented the results of a controlled experiment with 31 participants
with diverse background and programming expertise, observed while completing a range of
Python programming tasks with and without the help of a NL2Code IDE plugin. The plugin
allows users to enter descriptions of intent in natural language, and have corresponding code
snippets, ideally implementing said intent, automatically returned. We designed the plugin
with two research goals in mind. First, we sought to evaluate, to our knowledge for the first
time using a human-centered approach, the performance of some NL2Code generation model
with state-of-the-art performance on a benchmark dataset, but unknown performance “in the
wild”. Second, we sought to contrast the performance and user experience interacting with such
a relatively sophisticated model to those of a relatively basic NL2Code retrieval engine, that
“merely” retrieves existing code snippets from Stack Overflow given natural language search
queries. This way, we could estimate not only how far we are from not having to write any code
while programming, but also how far we have come on this problem given the many recent
advancements in learning and availability of datasets.

Main Results. Overall, our results are mixed. First, after careful statistical analysis in RQ1,
comparing tasks completed with and without using the NL2Code plugin (and either of its
underlying code generation or retrieval systems), we found no statistically significant differences
in task completion times or task correctness scores.

The results for code metrics (SLOC and CC) can be seen as mixed. One the one hand,
the code containing automatically generated or retrieved fragments is not, on average, any
more complex or any less maintainable than the code written manually, insofar as the CC and
SLOC metrics can distinguish. One the other hand, one could have expected the opposite result,
i.e., that since NL2Code tools are typically trained on idiomatic code, using them should lead
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to “better”, more idiomatic code overall, which might suggest lower SLOC and CC values, on
average.

Among the possible explanations for why we don’t find supporting evidence for the “better
code” hypothesis, two stand out: (i) the twometrics are only crude approximations of the complex,
multifaceted concept of code quality; and (ii) even when writing code “manually”, developers
still consult the Web and Stack Overflow (i.e., the same resources that these NL2Code tools were
trained on) and copy-paste code therein. To better understand the interaction between using
the plugin and using a traditional Web browser, we used the event logs from our instrumented
environment and compared the distributions of in-browser Web searches between tasks where
the 31 study participants used the NL2Code plugin (median 3, mean 5, min 0, max 35 searches per
user per task) and tasks where they did not (median 4, mean 7, min 0, max 48). A mixed-effects
regression model similar to the ones in Section 4.5, controlling for individual self-reported
experience and with random effects for user and task, reveals a statistically significant effect
of using the plugin on the number of in-browser Web searches: on average, using the plugin
is associated with 2.8 fewer in-browser Web searches; however, this effect is smaller than the
standard deviation of the random user intercept (~4 in-browser Web searches). We conclude
that developers still search the Web when using the plugin, even if slightly less than when not
using the plugin.

Using a similar argument, the result for task correctness scores can be seen as mixed. Code
containing automatically generated or retrieved snippets is not, on average, any less appropriate
for a given task as per our rubric than code written manually. However, using the NL2Code
plugin doesn’t seem to help our study participants significantly improve their scores either,
despite there being room for improvement. Even though across our sample the median score per
task was 7 out of 10 when using the plugin and 6 when not using the plugin, the multivariate
regression analysis did not find the difference to be statistically significant.

The result for task completion times can be seen as negative and, thus, is perhaps the most
surprising of our results: on average, study participants do not complete their tasks statistically
significantly faster when using the NL2Code plugin compared to when they are not using
it. There are several possible explanations for this negative result. First, we acknowledge
fundamental limitations of our study design, which we hope future researchers can improve on.
In particular, our tasks, despite their diversity and, we believe, representativeness of real-world
Python use, may not lend themselves sufficiently well to NL2Code queries and, therefore, study
participants may not have sufficient opportunities to use, and benefit from, the plugin. Moreover,
our study population (31 participants) may not be large enough for us to detect effects with
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small sizes, should they exist.

However, even with these limitations, considering also our results for RQ2 and RQ3 we
argue that another explanation is plausible: our NL2Code plugin and its main underlying code

generation technology, despite state-of-the-art (BLEU-score) performance on a benchmark dataset,

is not developed enough to be markedly useful in practice just yet. Our telemetry data (RQ2)
shows not only that study participants still carry out in-browser Web searches even though the
NL2Code plugin was available, as discussed above, but also that the code snippets returned by
the plugin, when used, undergo edits after insertion in the IDE, suggesting insufficient quality
to begin with. Our qualitative survey data (RQ3) paints a similar picture of overall insufficient
quality of the NL2Code results.

Implications. While our study suggests that state-of-the-art learning-based natural language
to code generation technology is ways away from being useful in practice, our results should be
interpreted more optimistically.

First, we argue that the problem is worth working on. In contemporary software devel-
opment, which involves countless and constantly changing programming languages and APIs,
natural language can be a useful medium to turn ideas into code, even for experienced program-
mers. A large fraction of our study participants commended NL2Code developer assistants for
helping them remember the precise syntax or sequence of API calls and their arguments, required
to implement some particular piece of functionality. When integrated into the development
workflow, e.g., through an IDE plugin, such systems can help developers focus by reducing
the need for context switching, further improving their productivity. Our quantitative task
performance results for the current version of this NL2Code plugin, while negative, do not imply
that future, better performing such systems will also not be markedly useful in practice; the
qualitative data from our our study participants already suggests otherwise, as does quantitative
data from prior research on the usefulness of in-IDE code search plugins [327].

Second, we argue that this particular style of code generation is worth working on. Our
analysis of input queries and resulting code snippets for RQ2 shows that the code generation
model produces fundamentally different results than the (simple) code retrieval engine we used
for comparison, and that study participants choose snippets returned by the code generation
model almost as frequently as they do snippets from the code retrieval engine. In turn, this
suggests that, at least within the scope of the current study, one type of model cannot be
used as a substitute for the other. As discussed above, the code generation model does almost
always produce different results than the code retrieval model. However, it was unclear from
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that analysis whether the generated code snippets reflect some fundamentally higher level of
sophistication inherent to the code generation model, or whether the code retrieval engine we
used for comparison is simply too naive.

To further test this, we performed an additional analysis. Specifically, we looked up the
chosen code generation snippets in themanually-labeled Stack Overflow dataset used for training
the code generation model, to assess whether the model is simply memorizing the training
inputs. Only 13 out of the 173 unique queries (~7.5%) had as the chosen code fragment snippets
found verbatim in the model’s training dataset. Therefore, the evidence so far suggests that the
code generation model does add some level of sophistication, and customization of results to the
developers’ intent (e.g., composing function calls), compared to what any code retrieval engine
could.

Third, we provide the following concrete future work recommendations for researchers
and toolsmiths in this area, informed by our results:

• Combine code generation with code retrieval. Our results suggest that some queries may be
better answered through code retrieval techniques, and others through code generation.
We recommend that future research continue to explore these types of approaches jointly,
e.g., using hybrid models [140, 143] that may be able to combine the best of both worlds.

• Consider the user’s local context as part of the input. Our oracle comparison revealed that
users’ natural language queries can often be disambiguated by considering the local context
provided by the source files they were working in at the time, which in turn could lead to
better performance of the code generation model. There is already convincing evidence
from prior work that considering a user’s local context provides unique information about
what code they might type next [409]. In addition, some work on code retrieval has
also considered how to incorporate context to improve retrieval results [58]; this may be
similarly incorporated.

• Consider the user’s local context as part of the output. Considering where in their local IDE
users are when invoking an NL2Code assistant can also help with localizing the returned
code snippets for that context. Some transformations are relatively simple, e.g., pretty
printing and indentation. Other transformations may require more advanced program
analysis but are still well within reach of current technology, e.g., renaming variables used
in the returned snippet to match the local context (the Bing Developer Assistant code
retrieval engine [429] already does this), or applying coding conventions [9].
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• Provide more context for each returned snippet. Our study shows that NL2Code generation or
retrieval systems can be useful when users already know what the right answer is, but they
need help retrieving it. At the same time, many of our study participants reported lacking
sufficient background knowledge, be it domain-specific or API-specific, to recognize when
a plugin-returned code snippet is the right one given their query, or what the snippet does
in detail. Future research should consider incorporating more context and documentation
together with the plugin’s results, that allows users to better understand the code, e.g.,
links to Stack Overflow, official documentation pages, explanations of domain-specific
concepts, other API usage examples. One example of this is the work of Moreno et al.
[285], which retrieves usage examples that show how to use a specific method.

• Provide a unified and intuitive query syntax. We observed that users are not always
formulating queries in the way that we would expect, perhaps because they are used to
traditional search engines that are more robust to noisy inputs and designed for keyword-
based search. The NL2Code generation model we experimented with in this study was
trained on natural language queries that are not only complete English sentences, but also
include references to variables or literals involved with an intent, specially delimited by
dedicated syntax (grave accents). As our respondents commented in the post-test survey,
getting used to formulating queries this way takes some practice. Future research should
consider not only what is the most natural way for users to describe their intent using
natural language, but also how to provide a unified query syntax for both code generation
and code retrieval, to minimize confusion. Robust semantic parsing techniques [23, 341]
may also help with interpreting ill-specified user queries.

• Provide dialogue-based query capability. Dialogue-based querying could allow users to
refine their natural language intents until they are sufficiently precise for the underlying
models to confidently provide some results. Future systems may reference work on query
reformulation in information retrieval, where the user queries are refined to improve
retrieval results both for standard information retrieval [22] and code retrieval [138, 157].
In addition, in the NLP community there have been notable advancements recently in
interactive semantic parsing [192, 459], i.e., soliciting user input when dealing with missing
information or ambiguity while processing the initial natural language query, which could
be of use as well.

• Consider new paradigms of evaluation for code generation and retrieval systems. Usage
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log data, such as the ones we collected here, is arguably very informative and useful for
researchers looking to evaluate NL2Code systems. However, compared to automated
metrics such as BLEU, such data is much less readily available. We argue that such data is
worth collecting even if only in small quantities. For example, with little but high quality
data, one could still train a reranker [467] to try to select the outputs that a human user
selected; if the predictive power exceeds that of BLEU alone, then the trained reranker
could be used to automatically evaluate the quality of the generated or retrieved code
more realistically than by using BLEU.

4.9 Related Work

Finally, we more extensively discuss how this work fits in the landscape of the many other
related works in the area.

4.9.1 NL2Code Generation

While we took a particular approach to code generation, there are a wide variety of other
options. Researchers have proposed that natural language dialogue could be a new form of
human-computer interaction since nearly the advent of modern computers [89, 119, 151, 280].
The bulk of prior work either targeted domain-specific languages (DSLs), or focused on task-
specific code generation for general-purpose languages, where more progress could be made
given the relatively constrained vocabulary and output code space. Examples include generating
formatted input file parsers [228]; structured, idiomatic sequences of API calls [344]; regular
expressions [218, 271, 316]; string manipulation DSL programs [352]; card implementations
for trading card games [251]; and solutions to the simplest of programming competition-style
problems [29].

With the recent boom of neural networks and deep learning in natural language processing,
generating arbitrary code in a general-purpose language [464, 466] are becoming more feasible.
Some have been trained on both official API documentation and Stack Overflow questions and
answers [439]. There are also similar systems35 able to generate class member functions given

35This is, of course, among the many other use cases for neural network models of code and natural language
such as code summarization [170, 457], or embedding models that represent programming languages together with
natural languages [104]. Allamanis et al. [12] provide a comprehensive survey of the use cases of machine learning
models in this area.
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natural language descriptions of intent and the programmatic context provided by the rest of
the class [171], and to generate the API call sequence in a Jupyter Notebook code cell given the
natural language and code history up to that particular cell [2].

4.9.2 NL2Code Retrieval

Code retrieval has similarly seen a wide variety of approaches. The simplest way to perform
retrieval is to start with existing information retrieval models designed for natural language
search, and adapt them specifically for the source code domain through query reformulation
or other methods [138, 157, 196, 262, 414, 429]. Other research works utilize deep learning
models [10, 129, 167, 170] to train a relevance model between natural language queries and
corresponding code snippets. It is also possible to exploit code annotations to generate additional
information to help improve code retrieval performance [460] or extracted abstract programming
patterns and associated natural language keywords for more content-based code search [196].
Many of the models achieve good performance on human annotated relevance benchmark
datasets between natural language and code snippets. Practically, however, many developers
simply rely on generic natural-language search engines like Google to find appropriate code
snippets by first locating pages that contain code snippets through natural language queries [365]
on programming QA websites like Stack Overflow.

4.9.3 Evaluation of NL2Code Methods

In order to evaluate whether NL2Code methods are succeeding, the most common way is to
create a “reference” program that indeed implements the desired functionality, and measure
the similarity of the generated program to this reference program. Because deciding whether
two programs are equivalent is, in the general case, undecidable [353], alternative means are
necessary. For code generation in limited domains, this is often done by creating a small number
of input-output examples and making sure that the generated program returns the same values
as the reference program over these tests [37, 217, 424, 456, 478, 479, 481, 489, 491]. However,
when scaling to broader domains, creating a thorough and comprehensive suite of test cases
over programs that have a wide variety of assumptions about the input and output data formats
is not trivial.

As a result, much research work on code generation and retrieval take a different tack.
Specifically, many code generation methods [2, 171, 439, 464] aim to directly compare generated
code snippets against ground truth snippets, using token sequence comparison metrics borrowed
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from machine translation tasks, such as BLEU score [315]. However, many code snippets are
equivalent in functionality but differ quite largely in terms of token sequences, or differ only
slightly in token sequence but greatly in functionality, and thus BLEU is an imperfect metric of
correctness of a source code snippet [406].

Code retrieval, on the other hand, is the task of retrieving relevant code given a natural
language query, that is related to other information retrieval tasks. Since code retrieval is
often used to search for vague concepts and ideas, human-annotated relevance annotations are
needed for evaluation. The common methods used in research work [129, 167, 457] compare the
retrieved code snippet candidates given a natural language query, with a human annotated list
of code snippet relevance, using common automatic information retrieval metrics like NDCG,
MRR, etc. [270] The drawback of this evaluation method is that the cost of retrieval relevance
annotation is high, and often requires experts in the specific area. Also, since the candidate lists
are usually long, only a few unique natural language queries could be annotated. For example,
one of the most recent large scale code search challenge CodeSearchNet [167] contains only 99
unique natural language queries, along with their corresponding code snippet relevance expert
annotations, leading to smaller coverage of real world development scenarios in evaluation.

Regardless of the automatic metrics above, in the end our final goal is to help developers in
their task of writing code. This paper fills the gap of the fundamental question of whether these
methods will be useful within the developer workflow.

4.9.4 In-IDE Plugins

Similarly, many research works on deploying plugins inside IDEs to help developers have
been performed. Both Ponzanelli et al. [326] and Ponzanelli et al. [327] focus on reducing
context switching in IDE by incorporating Stack Overflow, by using the context in the IDE
to automatically retrieve pertinent discussions from Stack Overflow. Subramanian et al. [396]
proposes a plugin to enhance traditional API documentation with up-to-date source code
examples. Rahman and Roy [345] and Liu et al. [257] designs the plugin to help developers find
solutions on the Internet to program exceptions and errors. Following the similar route, Brandt
et al. [48] studies opportunistic programming where programmers leverage online resources
with a range of intentions, including the assistance that could be accessed from inside the IDE.

Besides plugin developed to reduce context-switching to other resources in developer work-
flows, Amann et al. [15] focus on collecting data of various developer activities from inside the
IDE that fuel empirical research on the area [330].
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This paper proposes an in-IDE plugin that incorporates code generation in addition to code
retrieval to test the user experience in the real development workflow. In the meantime it also
collects fine-grained user activities interacting with the plugin as well as editing the code snippet
candidates, to provide public data for future work.

4.9.5 End-User Development

The direction of exploring using natural language intents to generate code snippets is closely
related to end-user development [246], which allows end-users (people who are not professional
software developers) to program computers. Cypher et al. [80] is among the first work that
enables end-user to program by demonstration.

Traditionally, programming has been performed by software developers who write code
directly in programming languages for the majority of functionality they wish to implement.
However, acquiring the requisite knowledge to perform this task requires time-consuming
training and practice, and even for skilled programmers, writing programs requires a great
amount of time and effort. To this end, there have been many recent developments on no-code or
low-code software development platforms that allow both programmers and non-programmers
to develop in modalities of interaction other than code [366]. Some examples include visual
programming languages such as Scratch [269] that offers a building-block style graphical user
interface to implement logic. In specific domains such as user interface design and prototyping,
recent advances in deep learning models also enable developers to sketch the user interface
visually and then automatically generates user interface code with the sketch [34], or using
existing screenshots [299].

Besides visual no-code or low-code programming interfaces, there has also been much
progress on program synthesis [31, 103, 106, 389], which uses input-output examples, logic
sketches, etc. to automatically generate functions, with some recent advances that use machine
learning models [29, 68, 98, 381]. Some work also generate programs from easier-to-write
pseudo-code [217, 489].

There are other work in the area. Barman et al. [30], Chasins et al. [61, 62] make web
automation accessible to non-coders through programming by demonstration, while Li et al.
[237, 238, 239] automates mobile applications with multimodal inputs including demonstration
and natural language intents. Head et al. [149] combines teacher expertise with data-driven
program synthesis techniques to learn bug-fixing code transformations in classroom scenarios.
Head et al. [150] helps users extract executable, simplified code from existing code. Ko and Myers
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[208, 209] provides a debugging interface for asking questions about program behavior. Myers
and Stylos [289] discusses API designers should consider usability as a step towards enabling
end-user programming. Kery and Myers [197], Kery et al. [198] enable data scientists to explore
data easily with exploratory programming. Our paper’s plugin of using both state-of-the-art code
generation and code retrieval to provide more natural programming experience to developers,
with the potential future of enabling end-user programming, is related to Myers et al. [290] that
envisions natural language programming.

4.9.6 Code Completion

Many developers use Integrated Development Environments (IDEs) as a convenient solution
to help with many aspects during development. Most importantly, many developers actively
rely on intelligent code-completion aid like IntelliSense36 for Visual Studio [16, 330] to help
developers learn more about the code, keep track of the parameters, and add calls to properties
and methods with only a few keystrokes. Many of intelligent code-completion tools also consider
the current code context where the developer is editing. With the recent advances in machine
learning and deep learning, example tools like IntelliCode37 for Visual Studio, Codota38 and
TabNine39 present AI-assisted code-suggestion and code-completion based on the current source
code context, learned from abundant amounts of projects over the Internet. The scope of our
paper is to investigate generating or retrieving code using natural language queries, rather than
based on the context of the current source code.

4.10 Conclusion

In this paper, we performed an extensive user study of in-IDE code generation and retrieval,
developing an experimental harness and framework for analysis. This demonstrated challenges
and limitations in the current state of both code generation and code retrieval; results were
mixed with regards to the impact on the developer workflow, including time efficiency, code
correctness and code quality. However, there was also promise: developers subjectively enjoyed
the experience of using in-IDE developer management tools, and provided several concrete

36https://docs.microsoft.com/en-us/visualstudio/ide/using-intellisense
37https://visualstudio.microsoft.com/services/intellicode
38https://www.codota.com/
39https://www.tabnine.com/
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areas for improvement. We believe that these results will spur future, targeted development in
productive directions for code generation and retrieval models.

4.11 Appendix

4.11.1 User Study Environment Design

To control the user study’s development environment for different users as much as possible,
and to enable data collection and activity recording outside the IDE (e.g. web browsing activity
during the development), we design a complete virtual machine-based environment for users to
access remotely and perform the user study on. We build the virtual machine based on a lot of
open source software, including Ubuntu 18.04 operating system40 with XFCE 4.1 desktop envi-
ronment.41 The virtual machine software is VirtualBox 6.1.10,42 and we use Vagrant software43

for automatic virtual machine provisioning.
Inside the Linux virtual machine, we install and configure a set of programs for data collection

and workflow control during the user study:
1. Python environment. Python 3.644 is installed inside the VM, alongside with pip package

manager and several commonly used Python packages for the user study tasks. The user
is free to install any additional packages they need during the development.

2. IDE with plugin. PyCharm Community Edition 2020.1, with the plugin described in
Section 4.3 is installed. This provides consistent Python development environment for the
user study and the testing of the code generation and retrieval. The plugin also handles
various data collection processes inside the IDE.

3. Man-in-the-middle proxy. We install mitmproxy45 in the VM, alongwith our customized
script sending logs back to our server. This infrastructure enables interception and data
collection of both HTTP and secured HTTPS requests. With this we can collect users’
complete web browsing activities during the user study.

4. Web browser. We install Firefox browser,46 configured to use the proxy mentioned above
40https://releases.ubuntu.com/18.04/
41https://www.xfce.org/
42https://www.virtualbox.org/wiki/Downloads
43https://www.vagrantup.com/
44https://www.python.org/
45https://mitmproxy.org/
46https://www.mozilla.org/en-US/firefox/
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so that all users’ browsing activities could be logged for analysis.

5. Keylogger. We develop a program that runs in the background during the user study, and
logs all the user’s keystrokes along with the timestamps to our server. With the keylogger
we can collect data outside the IDE about the users’ activities. This data is useful for
mining and analyzing developer activity patterns in terms of keyboard operations, for
example copy and pasting shortcuts.

6. User study control scripts. We provide users a handful of scripts for easy and fully
automatic retrieval, start and submission of the tasks. The scripts allow user to check their
completion status of the whole study, as well as to pause and resume during a task for a
break. All the user’s task start, pause, resume, and submission events are logged so that
the completion time of each task for the user could be calculated.

4.11.2 Pre-test Survey Details

For each of the prospective participants, we asked them about two parts of the information in a
pre-study survey, apart from personal information for contact purposes. The first is regarding
programming experience, used to determine if the participants have enough expertise in Python
as well as the categories of tasks that we designed. The questions are:

1. Which of the following best describes your current career status: Student (computer
science), Student (other field), Software Engineer, Data Scientist, Researcher, Other.

2. How do you estimate your programming experience? (1: very inexperienced to 5: very
experienced)

3. How experienced are you with Python? (1: very inexperienced to 5: very experienced)

4. How experienced are you with each of the following tasks in Python? (1: very inexperi-
enced to 5: very experienced) Basic Python, File, OS, Web Scraping, Web Server & Client,
Data Analysis & Machine Learning, Data Visualization.

The second part of the information is about their development preferences, used to ask for their
preferences with IDE and assistive tools. The questions are:

1. What editor/IDE do you use for Python projects? Vim, Emacs, VSCode, PyCharm, Jupyter
Notebook, Sublime Text, other.

2. Do you use any assistive tools or plugins to improve your coding efficiency? Some
examples are code linting, type checking, snippet search tools, etc. If yes, what are they?
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4.11.3 Participants Programming Experience

The detailed participants’ programming experience responded in the survey is shown in Fig-
ure 4.8.
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(h) Data Visualization

Figure 4.8: The experience and expertise for overall Python programming and 7 specific areas
that we design different tasks for, from all the participants that completed the survey. 1 represents
very inexperienced and 5 represents very experienced.

4.11.4 Post-study Survey Details

After each task, we ask the following questions to all users (disregarding using the plugin or
not) about the task design, self-assessment, as well as the help needed during the process:
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1. How difficult did you feel about the task? (1: very easy to 5: very hard)

2. How would you evaluate your performance on the task? (1: very bad to 5: very good)

3. How often did you need to look for help during the task, including web search, looking
up API references, etc.? (1: not at all to 5: very often)

For users that completed the current task with plugin enabled, the following additional
questions about the plugin user experience are asked:

1. How do you think the plugin impacted your efficiency timewise, if at all? (1: hindered
significantly, to 3: neither hindered nor helped, to 5: helped significantly)

2. How do you think the plugin impacted your quality of life, with respect to ease of coding,
concentration, etc., if at all? (1: hindered significantly, to 3: neither hindered nor helped,
to 5: helped significantly)

After all assigned tasks are completed for the user, we ask them to complete a form about
the overall experience with the user study and the evaluation of the plugin, as well as soliciting
comments and suggestions.

1. What did you think of the tasks assigned to you in general?

2. Overall, how was your experience using this plugin? (1: very bad to 5: very good)

3. What do you think worked well, compared with your previous ways to solve problems
during programming?

4. What do you think should be improved, compared with your previous ways to solve
problems during programming?

5. Do you have any other suggestions/comments for the plugin?

4.11.5 Plugin Effect on Code Complexity Metrics

We also analyze the plugin’s effect on code complexity metrics, following the same methods used
in Section 4.5. We measure two standard proxies for code complexity of the Python programs
produced by our study participants in each of their assigned tasks, i.e., the number of source
lines of code (SLOC) and McCabe’s cyclomatic complexity (CC), a measure of the number of
linearly independent paths through a program’s source code [274]; in real programs, CC depends
a lot on the “if”-statements, as well as conditional loops, and whether these are nested. The two
measures tend to be correlated, but not strongly enough to conclude that CC is redundant with
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SLOC [222]. We use the open-source library Radon47 to calculate CC.
One could expect that code produced by our NL2Code plugin may bemore idiomatic (possibly

shorter and less complex) than code written by the participants themselves.
Figure 4.9 shows the distributions of CC values across tasks and conditions. Figure 4.10

shows the distributions of SLOC values across tasks and conditions.

Table 4.8: LMER task performance models (default specification, w/ code complexity metrics).

Dependent variable:

Completion time Correctness score SLOC CC

(1) (2) (3) (4)

Experience −195.62 0.07 −0.62 −0.21

(183.11) (0.24) (1.61) (0.46)

Uses plugin 15.76 0.44 4.16∗∗ 0.73

(196.11) (0.30) (1.91) (0.58)

Constant 3,984.51∗∗∗ 5.88∗∗∗ 27.15∗∗∗ 5.64∗∗∗

(838.07) (1.03) (7.40) (1.95)

Observations 224 237 237 237

Num users 31 31 31 31

Num tasks 14 14 14 14

sd(user) 1489.25 0.82 6.16 1.18

sd(task) 1104.7 1.14 12.65 2.33

R2m 0.004 0.008 0.011 0.006

R2c 0.642 0.289 0.502 0.27

Akaike Inf. Crit. 3,987.14 1,106.66 2,002.42 1,417.27
Bayesian Inf. Crit. 4,007.61 1,127.46 2,023.23 1,438.08

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 4.8 summarizes our default specification mixed-effects regressions with CC and SLOC
47https://github.com/rubik/radon
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Figure 4.9: Distributions of cyclomatic complexity values across tasks and conditions. The
horizontal dotted lines represent 25% and 75% quartiles, and the dashed lines represent medians.
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Figure 4.10: Distributions of SLOC values across tasks and conditions. The horizontal dotted
lines represent 25% and 75% quartiles, and the dashed lines represent medians.

variables included; the models with our second specification (de-meaned task experience) are
shown in Appendix 4.11.7. The models fit the data reasonably well (R2

c = 50% for SLOC,
R2

c = 27% for CC).

Analyzing themodels wemake the following observations. There is no statistically significant
difference between the two conditions in cyclomatic complexity values (model (4)). That is, the
code written by users in the plugin condition appears statistically indistinguishably as correct
and as complex from the code written by users in the control group.

We note a small effect of using the plugin on code length (model (3)). On average, the code
written by users in the plugin condition is ~4 source lines of code longer than the code written
by users without using the plugin. However, this effect is quite small, smaller than the standard
deviation of the random user intercept (~6 source lines of code).
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4.11.6 NL2Code Plugin Query Syntax

For the best results from the code generation model, we also instruct the users to write queries
as expected by the model with the following rules:

• Quote variable names in the query with grave accent marks: ... `variable_name` ...

• Quote string literals with regular quotation marks: ... “Hello World!” ...

• Example query 1: open a file “yourfile.txt” in write mode.

• Example query 2: lowercase a string `text` and remove non-alphanumeric characters aside
from space.

4.11.7 Task Performance Models (De-meaned Specification)

Table 4.9 summarizes our alternative specification (de-meaned task experience) mixed-effects
regressions for two response variables in the main article, plug two response variables (CC and
SLOC) introduced in Appendix 4.11.5.

4.11.8 User Queries

Table 4.10: Unique successful user queries to the NL2Code plugin, per task, for the 31 study
participants. Queries for which the participant chose a snippet produced by the code generation
model are shown in boldface, and in the remainder a retrieved snippet was used.

Task Queries

T1-1 call ˋpick_with_replacementˋ how to generate random letter
create a dictionary with keys ˋrandom_lettersˋ and
values ˋrandom_numbersˋ

import library random

create dictionary list to dict
create empty dictionary loop on numbers from 0 to 100
create list "a_list" loop over a range of ˋcountˋ
defaultdict merge 2 dictionaries
dictionary of characters and int pair characters in ˋcharactersˋ and numbers in

ˋnumbersˋ
for loop on range 100 print ˋdicˋ keys on each line
generat integers 1-20 print ˋdicˋ keys sorted
generate 100 integers (1-20 inclusive). print ˋdicˋ sorted by keys
generate 100 random lower-cased leters print a to z
generate 100 random lowercase letters print list
generate 100 random numbers print list as string
generate 100 random numbers from 1 to 20 print list elements
generate a rondom lower case character print without newline
generate char lower case random
generate dict random character between a and z
generate list of random charachters random characters
generate lowercase char random integer between 1 and 20
generate random random number
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Table 4.10: (continued)

Task Queries

generate random between 0 and 20 random sample with replacement
generate random charachter randomly generate 100 letters
generate random int randomly pick an item from ˋseqˋ
generate random letters rearrange dictionary keys into alphabetic order
generate random lower case letters sort a list
generate random nu,ber sort a list into ascending order
generate random number sort a list x into ascending order
generate random numbers sort dict by key
generate random numbers between 1-20 inclusive sort key of dict
get a random letter sort list
given list ˋlettersˋ and ˋintegersˋ, create a dicitonary
such that the values in ˋlettersˋ are keys and values
in ˋintegersˋ are values

sort list ’values’ into ascending order

how to append value in dict squence of integers from 1 to 20 inclusive
how to check if a key is in a dictionay zip 2 lists
how to generate random int in range between 1 and 20 zip ˋhundred_charactersˋ with ˋhundred_numbersˋ

T1-2 add a week to a datetime get gmt timezone
add days to time get now one week from now
assign current date and time to ˋnowˋ get the current date in utc
change date format get the current time in utc
change datetime format of ˋweek_dateˋ to mm-dd-yyyy

hh:mm
get the date and time a week from now in gmt

convert ˋweek_dateˋ to GMT timezone and assign to
ˋGMT_week_dateˋ

get time and date

convert date timezone get time and date in gmt in ˋdateˋ
date from 7 days get time and date one week from now
date gmt get time now
date now gmt
datetime gmt time 24
display ˋweek_dateˋ in format mm-dd-yyyy hh:mm import datetime
format datetime import time
format datetime 24 hour mm-dd-yyyy
format time print current date time
get current datetime print date and time in GMT in 24hr format
get date 7 days from today print datetime in mm-dd-yyyy hh:mm format
get date and time in gmt time add
get date and time one week from now time and date
get date time one week from now time and date in certain
get datetime timedelta

T2-1 copy column from "data.csv" file to another "output.csv" new line
copy column from "data.csv" to "output.csv" number of columns of csv
create ’output.csv’ csv file open "data.csv" file
csv write open a csv file ˋdata.csvˋ and read the data
csv writer open csv
cvs open csv file ˋdata.csvˋ
cvs files open csv file with read and write
delete a column in csv open file
delete column from csv pandas read csv
delete column from csv file pandas read csv named "data.csv"
delete first and last column in csv file print csv without row numbers
delete first and last column of ˋdfˋ python make dir
delete first and last row from the dataframe ˋdfˋ read "data.csv" file
delete first row from dataframe ˋdfˋ read csv file "data.csv"
delete row in csv read csv file using pandas
delete the first column in csv file ˋdfˋ read csv pure python
file to csv read cvs
get current path remove columns from csv file and save it to another csv file
get specific columns by index in pandas data frame remove first column from csv file
headers in a dataframe save ˋdfˋ to a file ˋoutput.csvˋ in a new directory

ˋexample_outputˋ
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Table 4.10: (continued)

Task Queries

how to delete a column in a dataframe python save dataframe to csv
how to delete columns in dataframe save pandas dataframe to a file
how to save a dataframe in csv file save this dataframe to a csv
if dir exist write ˋoutputˋ to csv file
if directory "output" exists write csv ˋoutput_fˋ to file "output/output.csv"
make directory write output to csv file "output.csv"
make directory "output" if it doesn’t exist write to csv file

T2-2 change directory list files in folder
change directory to "data" list of filenames from a folder
check file encoding move file to other directory
check if directory exists normalize newlines to \n
convert binary decoded string to ascii open file
convert file encoding open text file
convert file to utf read a file and iterate over its contents
convert latin-1 to utf-8 read all files under a folder
convert str to utf-8 read file
convert text file encoding read ISO-8859-15
convert text files from encoding ISO-8859-15 to encoding

UTF-8.
readline encoding

copy a file redirect
copy file remove header
copy file ˋddd.pngˋ remove heading white space
copy file to other folder text normalize newlines to \n
covert file to utf traverse a directory
find character travverse list of files
get all files in directory trim heading whitespace
get the file extension trim the heading and trailing whitespaces and blank

lines for all text files
iterating files in a folder unkown encoding
list all text files in the data directory write to file
list files in directory

T3-1 check if ˋfileˋ is a directory match regex year month day
check if string has specific pattern move file
copy a file to dist move files from directory to directory
copy all files and directories from one folder to another recursive copy files and folders
copy directory to another directory recursively iterate over all files in a directory
copy directory to directory regex dd-mm-yy
copy directory tree from source to destination regex digit python
copy file from ˋsrc_pathˋ to ˋdest_pathˋ regex for date
copy files regex replace capture group
copy files and directories under ˋdataˋ directory regexp date
copy files creating directory rename file
copy files from folder rename file with regex
create file rename files
create folder replace pattern in string
datetime to string search all matches in a string
extract year month day from string regex search for pattern "%d%d-%d%d" in ˋfileˋ
get all files and folders walk all files in a directory
get the files that inside the folders walk all nested files in the directory "data"
list all filepaths in a directory walke all files in a directory
make a folder recersively write to file

T3-2 add entry to json file load json file
check if file ˋoutput_fileˋ exists load json from a file
check if file ends with .json read a json file named ˋfˋ
convert dict to string sorting a dictionary by key
convert list to dictionary write into txt file
import json parsing library write json in ˋretˋ to file ˋoutfileˋ

T4-1 find all bold text from html ˋsoupˋ parse all hyperlinks from ˋrˋ using bs4
find all hrefs from ˋsoupˋ visit ˋurlˋ and extract hrefs using bs4
find all red colored text from html ˋsoupˋ visit the given url ˋurlˋ and extract all hrefs from there
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Table 4.10: (continued)

Task Queries

go to a url visit the url ˋurlˋ
how to get page urls beautifulsoup

T4-2 create directory regex []
download an image request save dict to csv
extract imafe from html save table beautifulsoup
http reques get html

T5-1 add json file to a list check email correctness
T5-2 argparse subprogram print format

exit program request with params
gET request to
"https://jsonplaceholder.typicode.com/posts"
with argument userId

T6-1 a list of dictionary to pandas dataframe pandas change dataframe column name
add a new column to a dataframe row pandas create buckets by column value
average by group pandas pandas dropnan
cast a float to two decimals pandas get average of column
cast a list to a dataframe pandas group by
column to integer pandas pandas join dataframes
create a dataframe from a list pandas join series into dataframes
csv pandas output csv
csv write pandas print with two decimals
delete coloumn pd pandas read from csv
df set column to 7 decimals pandas round value
filter df with two conditions pandas save csv two decimal
filter values in pandas df pandas to csv
find unique data from csv pandas to csv decimal
findall pandas write df to csv
floating data in csv group in digit pandas write to csv file
format output to 2 decimal pandas write to file decimal
get average of row values in pandas dataframe read csv
get average value from group of data in csv read csv file
get the head of dataframe ˋdfˋ remove repeated column in csv file
group by range pandas rename column pandas
group of data from csv rename pandas df columns
how to combine 2 lists into a dictionary round a variable to 2dp
how to remove an item from a list using the index save ˋcompan_dfˋ dataframe to a file
import pandas save ˋcompand_dfˋ dataframe to a file
list to an entry in pandas dataframe sort dataframe ˋjdfˋ by ˋscoresˋ
load csv file with pandas sort dataframe ˋjdfˋ by the values of column ’scores’
loop files recursive sort pandas dataframe
newline space standard deviation from group of data in csv
pandas add new column based on row values two deciaml place
pandas calculate mean write ˋfinal_dataˋ to csv file "price.csv"

T6-2 cross validation in scikit learn multinomial logistic regression model
cross validation mean accuracy numpy load from csv
disable warnings run 5-fold accuracy
how to determine cross validation mean in scikit learn set numpy random seed to 0
how to split dataset in scikit learn sklearn 5 fold cross validation
how to split dataset in scikit learn sklearn 5-fold cross validation
linear regressor 5 folder cross validation sklearn cross validation x, y for 5 folds
load wine dataset sklearn ignore warnings

T7-1 how to choose plot size in inches plt set x axis tick range
how to choose plot title in matplotlib plt set xtick font size
how to create ascatter plot using matplotlib reformat date
how to draw scatter plot for data in csv file save plot as image
plt create figure with size save plt figure
plt date as x axis scatter
plt set x axis label scatter plot purple

T7-2 bar graph side by side plot bar
bar plot with multiple bars per label plot size
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Table 4.10: (continued)

Task Queries

get height of bars in subplot bar gaphs plot title
get labels above bars in subplots plt ax legend
group pandas df by two columns plt ax xlabel
horizontal subplot plt create 3 subplots
import matplotlib plt set title for subplot figure
matplotlib grouped bar chart plt set x tick labels
matplotlib multiple histograms plt show values on bar plot
matplotlib theme pyplot subplots
pandas dataframe from csv select row pandas
pandas dataframe groupby column

4.11.9 Randomly Sampled User Queries for the Oracle Analysis

Table 4.11: Sampled user queries for the oracle analysis. Queries for which the user chose a
snippet from the code generation model are shown in boldface. ● denotes queries “good enough”
on their own; ○ denotes queries good enough given the rest of the source file as context; the
former is a strict subset of the latter.

Task Queries

T1-1 call ˋpick_with_replacementˋ ○ defaultdict
generate lowercase char ●○ for loop on range 100 ●○
generate random between 0 and 20 ●○ generate char lower case
random sample with replacement ●○ generate random letters ●○
sort key of dict ●○ random characters

T1-2 change datetime format of ˋweek_dateˋ to mm-dd-yyyy
hh:mm ●○

format datetime

convert ˋweek_dateˋ to GMT timezone and assign to
ˋGMT_week_dateˋ ●○

get gmt timezone ○

print datetime in mm-dd-yyyy hh:mm format ●○ get now one week from now ●○
date now ●○ get time and date ●○

T2-1 remove first column from csv file ●○ how to delete columns in dataframe ○
csv writer open "data.csv" file ●○
how to delete a column in a dataframe python ○

T2-2 traverse a directory ○
T3-1 copy a file to dist ○ recursive copy files and folders ○

match regex year month day regexp date
T4-2 download an image request save dict to csv
T5-2 exit program ●○ argparse subprogram
T6-1 load csv file with pandas ●○ how to remove an item from a list using the index ●○

pandas round value ○ pandas create buckets by column value
pandas to csv pandas group by
read csv file ●○ pandas output csv ○
rename column pandas ○ pandas to csv decimal ○
filter df with two conditions pandas write df to csv

T6-2 load wine dataset
T7-1 plt create figure with size ●○ scatter ○
T7-2 plt ax legend ○ plt create 3 subplots ●○

bar plot with multiple bars per label ○
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Table 4.9: LMER task performance models (de-meaned experience, w/ code complexity metrics).

Dependent variable:

Completion time Correctness score SLOC CC

(1) (2) (3) (4)

Experience BTW −478.55 −0.04 −1.47 0.04

(566.62) (0.43) (2.98) (0.74)

Experience WI −166.14 0.12 −0.30 −0.35

(191.33) (0.29) (1.87) (0.56)

Uses plugin 14.47 0.44 4.15∗∗ 0.74

(196.07) (0.30) (1.90) (0.58)

Constant 5,142.42∗∗ 6.32∗∗∗ 30.59∗∗ 4.62

(2,348.61) (1.77) (12.60) (3.07)

Observations 224 237 237 237

Num users 31 31 31 31

Num tasks 14 14 14 14

sd(user) 1482.32 0.81 6.15 1.17

sd(task) 1107.9 1.13 12.69 2.32

R2m 0.012 0.008 0.012 0.007

R2c 0.643 0.287 0.504 0.269

Akaike Inf. Crit. 3,988.86 1,108.56 2,004.30 1,419.09
Bayesian Inf. Crit. 4,012.74 1,132.84 2,028.58 1,443.36

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Part III

Study of Retrieval-Augmented Models
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Chapter 5

Capturing Structural Locality in
Non-parametric Language Models

Structural locality is a ubiquitous feature of real-world datasets, wherein data points are orga-
nized into local hierarchies. Some examples include topical clusters in text or project hierarchies
in source code repositories. In this paper, we explore utilizing this structural locality within
non-parametric language models, which generate sequences that reference retrieved examples
from an external source. We propose a simple yet effective approach for adding locality infor-
mation into such models by adding learned parameters that improve the likelihood of retrieving
examples from local neighborhoods. Experiments on two different domains, Java source code
and Wikipedia text, demonstrate that locality features improve model efficacy over models
without access to these features, with interesting differences. We also perform an analysis of
how and where locality features contribute to improved performance and why the traditionally
used contextual similarity metrics alone are not enough to grasp the locality structure.

5.1 Introduction

Language models (LMs) predict a probability distribution over sequences, and are most widely
studied to model and generate natural languages [27, 35, 54, 279]. Advances in LMs benefit
many natural language processing downstream tasks, such as machine translation [28], dialog
systems [392], question answering [342, 448], and general representation learning for natural
language [88, 260]. Recently, LMs have also been adopted to model sequences other than text,
such as source code written in programming language [13, 152, 158, 193], which can enable
useful downstream tasks like code completion [351].
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Most current neural LMs are based on parametric neural networks, using RNN [282] or
Transformer [413] architectures. These models make predictions solely using a fixed set of neural
network parameters. Recently, more and more neural LMs also incorporate non-parametric

components [123, 135, 147, 200], which usually first select examples from an external source and
then reference them during the prediction. For example, Khandelwal et al. [200] model the token-
level probability by interpolating the parametric LM probability with a probability obtained from
the nearest context-token pairs in an external datastore. Using such non-parametric components
in LMs is beneficial because the model no longer needs to memorize everything about the
language in its parameters.

For such non-parametric LMs, one important concept is a distance metric between the
current context and other contexts in the datastore. One example of such metric is the ℓ2

distance between context vectors calculated by the parametric model [200]. This distance
can be used in both retrieval and probability calculation; items in the datastore that are less
distant from the current context are more likely to be retrieved and have a higher influence on
the final probability. However, given that non-parametric datastores are typically very large,
containing a myriad of contexts from disparate sources, calculating a metric that accurately
reflects semantic similarities is non-trivial; as we demonstrate in experiments, there is much
room for improvement in current practice.

In this paper, we argue that the relevance of contexts may be correlated with not only
contextual distance, but also structural characteristics of the underlying data. Specifically, we
take advantage of a property we dub structural locality, the propensity of text to be divided
into local groups sharing common hierarchical attributes. This property is ubiquitous across
many kinds of texts and can provide additional information on how closely related two different
examples are to each other. Throughout this paper, we will provide two case-studies of this
phenomenon. First, in the domain of programs written in source code, if two source files
originate from the same project, they are more likely to be related than files from other projects,
and even more so if they are from the exact same package [152]. Second, in natural language,
two sections of Wikipedia text may be more related if they fall within the same topical domain,
are from similarly titled sections, or even are from the same article (as in Figure 5.1). Notably this
locality often manifests itself at different levels, such as the levels of “project”, “subdirectory”,
and “file” cited above for source code.

In this paper, we hypothesize that by using multiple levels of structural locality, we can
better calibrate the distance metrics used to retrieve examples from non-parametric datastores,
thereby improving LM performance. Specifically, we propose a simple-yet-effective approach
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Figure 5.1: An example of incorporating structural locality in the computation flow of pkNN(wt∣ct).
The current context ct is used to calculate distance d to contexts in the datastore (c,w). Dashed
boxes and lines represent components proposed in our work, which leverage structural informa-
tion l (non-local, local) to allow for more accurate modified distances g (lower is more similar).

that can easily be applied to non-parametric LMs: we use different levels of structural locality
to define functions that modify the contextual distance metrics used by the non-parametric
module.

We evaluate our method on two drastically different domains: Java programming language
source code, and natural languageWikipedia articles, achieving noticeable LM performance gains
in both by adding just 5 & 7 parameters respectively. Moreover, we perform an in-depth analysis
showing how the traditionally used contextual similarity metrics alone are not enough to grasp
the locality structure, providing evidence for why adding the locality features is indeed useful.
We also compare programming languages and natural languages to highlight several interesting
differences in terms of how, and how much, the locality helps improve LM performance.

5.2 Non-parametric Language Models

Given a linguistic context consisting of a sequence of tokens ct = (w1, ...wt−1), autoregressive
parametric LMs estimate p(wt∣ct; θ), the probability distribution over the next token wt. Such
parametric LMs store information regarding the language being modeled in the parameters θ.
The size of θ is fixed in advance based on the hyperparameters of the model architecture, in recent
years typically a neural network [27, 54, 82, 122]. In contrast, a non-parametric LM’s number of
parameters is not determined by just the model architecture, but also by the underlying data used
to train the model. While non-parametric LMs using Bayesian statistics have existed for some
time [147, 375, 432], they have recently seen increased prevalence through the introduction of
neural LMs that retrieve relevant examples from an external datastore [135, 140]. In particular,
we focus on kNN-LMs [200], a variety of such models that uses a nearest neighbor retrieval
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mechanism to augment a pre-trained parametric LM, achieving impressive results without any
additional training.

Neural network-based LMs usually map the context c to a fixed-length vector representation,
with a trained function f(c). In kNN-LMs, the non-parametric component consists of a collection
(D) of contexts for the kNN to retrieve from. Denoting these contexts and their corresponding
next token as (ci,wi) ∈ D, we create a datastore (K,V) = {(ki, vi)}, which contains key-value
pairs:

(K,V) = {(f (ci) ,wi) ∣ (ci,wi) ∈ D} (5.1)

During inference, the parametric component of the LM generates the output distribution
over next tokens pLM(wt∣ct; θ) and the corresponding context representation f(ct), given the
test input context ct. Then the non-parametric component of the LM queries the datastore
with f(ct) representation to retrieve its k-nearest neighbors N according to a distance function
d(⋅, ⋅). We can then compute a probability distribution over these neighbors using the softmax
of their negative distances. The model aggregates the probability mass for each vocabulary item
across all its occurrences in the retrieved targets. This distribution is then interpolated with the
parametric LM distribution pLM to produce the final kNN-LM distribution:

pkNN(wt∣ct) ∝ ∑
(ki,vi)∈N

1wt=vi exp(−d(ki, f(ct))) (5.2)

p(wt∣ct; θ) = λpkNN(wt∣ct) + (1 − λ)pLM(wt∣ct; θ) (5.3)

In our experiments, we follow Khandelwal et al. [200] in setting the interpolation factor λ to
0.25.

5.3 Defining Structural Locality

We define structural locality as a categorical feature calculated between a pair of contexts
(ci, cj) in a collection of data, that describes whether the pair share some common, potentially
hierarchical, attributes (e.g., the section title of a Wikipedia article section, or the directory path
of a source code file). For each domain, a set of hierarchical attributes {l0, l1, ..., ln} can be defined
based on prior knowledge of the domain. We denote lk(ci, cj) ∈ {0,1} as the boolean locality

feature value for the context pair, representing whether ci and cj share the same hierarchical
attributes lk. Here, l0 is reserved for “no locality”, in case the pair shares none of the attributes.
Without loss of generality, we set a constraint that ∑k lk(ci, cj) = 1, as new features can be
introduced by conjunction and negation of the attributes if needed.
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Table 5.1: Locality features designed for each data type according to domain knowledge.

Locality Wikipedia text Java projects

l0 different article category, different section title different project
l1 same article category, different section title same project, different subdirectory
l2 same section title, different article category same subdirectory
l3 same section title, same article category –

Specific Instantiations. We instantiate these features on our two case studies of Wikipedia
text and Java source code, as summarized in Table 5.1.

In Wikipedia, for every context ci, we define four mutually exclusive hierarchical attributes,
l0 − l3. We calculate these features based on the Wikipedia article and section titles, using simple
pattern matching. We then link each article to a set of categories (one article may belong to
multiple categories) using the knowledge graph WikiData,1 by aggregating all the category
entities involving two properties: P31 (instance of) and P279 (subclass of). The criterion for
“same section title” is exact string match [141]. If there is at least one common category between
the sets of categories for two articles, the pair is assigned the “same article category”.

For Java source code, we define 3 mutually exclusive attributes, l0 − l2 based on the location
of the code. For each source file, we use the full file path to obtain the two attributes: project
name and sub-directory path.2 The criterion for both “same project” and “same subdirectory” is
exact string match. Note that these features are strictly hierarchical, hence only two features
are used to capture specific locality here.
An Aside: Connections to Domain Adaptation. Domain adaptation typically refers to
reusing existing information about a given problem (e.g., data or model) to solve a task in a
new domain. Domain adaptation for neural models generally focuses on fine-tuning models
on in-domain data [74, 372] or making direct modifications to the model to consider domain
information [51] or latent topic features [205, 281, 418]. Most of these methods do not natively
support new test-time contexts that were not seen at training time. In comparison, one immediate
advantage of non-parametric LMs is the ability to adapt to different domains at test time without
re-training [122, 123, 200, 278]. For example, some adaptive LMs [122, 123] make use of the
previous hidden states of test documents dynamically during inference. Similarly, our proposed
locality features do not require re-training on the training set.

1https://www.wikidata.org/
2For example, full path .../Journal.IO/src/main/java/journal/io/api/DataFile.java has project

Journal.IO and sub-directory src/main/java/journal/io/api/ for package journal.io.api.
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Note that within the scope of this paper, although connected, the proposed structural locality
is a different concept from domain. We consider domains as higher-level classifications describing
the text where one example belongs to one domain label; e.g., a section about Kim Kardashian’s
early life belongs to a category of texts describing celebrities. One the other hand, with the
structural locality, a user could define multiple levels of locality: to that same section, we can
assign not only the domain label, but also, the section title “Early Life”. The lightweight nature
of our model combined with non-parametric LMs also makes adding more levels of features
straightforward, as the features only need to be calculated for the top nearest neighbors, and
the number parameters that need tuning in our proposed method (Section 5.5) is only about
twice the number of locality features.

5.4 Structural Locality and Nearest Neighbors

In this section, we examine the relationship between distances derived from neural LM features
d(f(ci), f(ct)), structural locality features l(ci, ct), and the accuracy of the next-word prediction
wi. Specifically, the underlying assumption of the kNN-LM is that less distant contexts will be
more likely to accurately predict the next wordwt. We would like to test whether this correlation
between distance d(⋅) holds uniformly across different locality levels l(⋅), or if locality provides
additional information indicative of whether a particular context is useful for predicting wi

beyond just that provided by the neural representations.

Data. We use two different corpora from different domains to examine this question.
Wikitext-1033 is a standard language modeling benchmark [278] consisting of natural

language text from English Wikipedia. It contains a 250K token, word-level vocabulary, with
103M tokens in the training set and 250K tokens in both the validation and test sets.

Java Github4 is a programming language corpus containing Java source code fromGithub [8]
that is widely used in source code modeling [152, 193]. It contains 1.44B tokens from 13,362
projects in the training split, 3.83M tokens from 36 projects in the validation split and 5.33M
tokens from 38 projects in the test split. The splits are separated by whole projects. The dataset
is tokenized with byte-pair encoding [371] using the vocabulary from Karampatsis et al. [193]
with 2,000 subtokens.

Base Model. As the neural model used to calculate context features, we follow Khandelwal et al.

3https://blog.einstein.ai/the-wikitext-long-term-dependency-language-modeling-dataset/.
4https://zenodo.org/record/3628665.
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[200],5 train an LM with the exact architecture and optimization described by Baevski and Auli
[27]: a decoder-only Transformer [413], with 1024 dimensional hidden states for the Wikitext-
103 dataset and 512 for Java Github. We set the number of retrieved nearest neighbors to be
analyzed to 1024, and the distance metric to ℓ2 following the default.

Datastore. To capture the effect of our proposed locality features, the datastore should ideally
be both closely related to the test examples, sufficiently large to ensure precise kNN retrieval
performance for a wide range of contexts, and not too sparse in terms of the prevalence of
locality features.

For Wikitext-103, we include the training set, as well as the validation/test set (excluding
the text currently being evaluated) in the datastore. For the Java Github, due to the relatively
large size of the validation/test set, and the unwieldy size of the training set, we include only
the validation/test set (also excluding the current file).

Analysis. Consider k nearest neighbor contextsNt = {cr∣r = 1...k} retrieved for any test context
ct in the test set C, ordered by the ascending distance: ∀r ∶ d(cr, ct) < d(cr+1, ct). We define
r ∈ [1, k] as the “rank” for the retrieved context cr. To study the quality of the retrieved contexts,
we calculate the number of correctly retrieved tokens, defined as #{wr = wtgold} across C.

We plot in Figure 5.2, from left to right: (1) Negative distances {−d(cr, ct)∣cr ∈ Nt, ct ∈ C}

grouped into bins, vs. the retrieval accuracy of the bin avg(#{wr = wtgold}). (2) Rank r vs. the
retrieval accuracy at rank r, avg(#{wr = wtgold}). (3) Rank r vs. the average negative distance
avg(−d(cr, ct)) at rank r. All of the plots are grouped by different locality levels l0 to ln.

Naturally, the left-most sub-figures reflect that the lower the (negative) distance, the lower
the accuracy on both datasets. Yet, interesting, on the Wikipedia domain (Figure 5.2a), as the
negative distance gets close to 0 (perfect match), the retrieval accuracy for the next word does
not always increase; the accuracy values in this range have very high variance and all 4 levels
of locality show no clear trend. This partly indicates that context-based distance is imperfect,
regardless of locality. Even so, at slightly lower distances, the trends stabilize and largely show a
consistent picture: more specific locality features, especially those involving the same category
(l1&l3) yield better predictions than the locality-insensitive component for identical distances.
This is especially significant at higher ranked retrievals (middle sub-figure), where contexts
that share the same section title and the same article category are substantially more likely
to share the same completion. This suggests that the proposed locality features are not fully
represented by, or correlated with the original distance metric, and thus implies that there is

5https://github.com/urvashik/knnlm
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Figure 5.2: The relationship between nearest neighbor rank, negative distance, and the retrieval
accuracy, grouped by different locality levels. Only top 200 nearest neighbors are shown for
clarity. Negative distance on x-axis represents the upper bound of the bin.

room for improvement by incorporating these features.

In the Java source code domain (Figure 5.2b), we generally observe that the retrieval accuracy
is much higher than that in the Wikipedia domain, suggesting that the kNN is doing a better job
retrieving relevant contexts. This is largely due to higher repetitiveness of source code [158];
as we show later, the base Transformer model also performs much better here than on natural
language text (Section 5.6.2). We also observe a more pronounced locality effect here: at the
same distances close to 0 and at the same rank, neighbors that are local to the current context
have far higher accuracy, indicating usefulness of locality features in the source code domain as
well. However, as we can see from the (right-most) plot of rank versus the negative distance,
the average distances of the neighbors with higher locality levels are also significantly smaller
than the distance of those without locality. This suggests that the distance in the Java source
code domain already correlates well with the level of locality, which may render incorporating
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locality features less beneficial. We study the precise benefit under one instantiation of this
model next.

5.5 Incorporating Structural Locality in Non-parametric

LMs

Now that we have demonstrated that locality is additionally indicative of next-word prediction
accuracy beyond context distance, we propose a method to incorporate this information into
the non-parametric retrieval module. In the case of kNN-LMs (Section 5.2), recall that pkNN is
calculated based on the softmax of the negative distance −d(f(ci), f(ct)). Assuming locality
features {l0, l1, ..., ln} for each pair (ci, ct) consisting the retrieved nearest neighbor and the
current inference context ct, we modify the formulation of pkNN (Equation 5.3) to consider these
features as below:

pkNN(wt∣ct;{θn}) ∝ ∑
(ki,vi)∈N

1wt=vi exp(−g(ki, ct;{θn})) (5.4)

g(ki, ct;{θn}) = gn(d(ki, f(ct)); θn) if ln(ci, ct) = 1. (5.5)

where gn(d(⋅, ⋅); θn) is a learnable function of the distance of the nearest neighbors, with param-
eter θn for each type of locality feature ln. One can view function g(⋅) as a “modified” distance
for nearest neighbors after taking locality information into consideration. In our experiments,
we adopt a linear form of g(⋅):

gn(d(⋅, ⋅);wn, bn) = wnd(⋅, ⋅) + bn (5.6)

We omit the bias for g0(⋅) by setting b0 = 0 to remove one free parameter from the model and
potentially make optimization easier.6 To learn these functions, a user needs to provide just
a small sample of annotated data in the same domain, as there are only 2n + 1 parameters to
optimize. In our experiments, we use the validation split for optimization. The parameters are
trained to minimize the negative log-likelihood of the kNN prediction of the gold token:

argmin
{θn}

− log pkNN(wt = wtgold ∣ct;{θn}) (5.7)

To optimize the parameters, we use the Adam [207] optimizer with a learning rate of 0.0001 on
the validation set for 200 epochs. It converges within 20 minutes for both datasets.

6We also experimented with an adaptive variant that conditioned the weights and biases ({wn},{bn}) on
the current context representation f(ct) parameterized by a MLP. However, this did not result in significant
improvement over directly optimizing w and b (Section 5.6.3).
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5.6 How Does Structural Locality Improve Language Mod-

eling?

5.6.1 Experimental Setup

Baselines. Since we base our model on kNN-LMs, this model will be our most directly compara-
ble baseline. We also compare our model to the underlying parametric LM [27], without the kNN
module. For the Java Github dataset, we additionally compare to the recent state-of-the-art
model from Karampatsis et al. [193] on code language modeling, which uses BPE and LSTMs. In
all experiments, the maximum number of tokens per input sample is 3,072.
Evaluation. We evaluate the performance of the LM with the standard perplexity metric and
token prediction top-k accuracy on the held-out data.7 The top-k accuracy is calculated by
checking if the ground truth token is among the predicted top-k list. This metric, primarily for
k ∈ {1,5}, is commonly used to evaluate predictive models of source code [158]. In order to
more easily incorporate and analyze the locality features, and also following Karampatsis et al.
[193], we split the evaluation dataset into independent test examples to evaluate, where each of
the example is an atomic unit in the locality hierarchy. For Java Github, each test example is a
source code file, and for Wikitext-103, each example is an article section.8

We show additional results on top-k (k = 10,20) accuracy and relative error reduction (RER)
on two datasets in Table 5.3.

5.6.2 Main Results

The high-level results are shown in Table 5.2. At first glance, we can already see that the two
datasets vary greatly in predictability. With a similar Transformer architecture, performance
on Java Github is much better than on the Wikitext-103 across the board, partly due to the
rigid nature of programming language syntax. With a Transformer model, we achieved a strong
state-of-the-art language model on Java code, with low perplexity and very high prediction
accuracy (∼75%).

7For Java Github, the perplexity is calculated on full tokens by aggregating the likelihood of subtokens. The
accuracy is calculated that all subtokens in a full token have to be predicted correctly.

8Note that because we predict Wikitext-103 section-by-section instead of article-by-article the perplexity
numbers reported here are somewhat worse than other works. Article-by-article calculation is not inherently
incompatible with our proposed method, but it would require additional implementation to use different locality
features for different locations in the output. Hence, we used section-by-section calculation for expediency.
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Table 5.2: Perplexity and top-k token prediction accuracy results on two datasets. ∗Uses released
pre-trained model, †no stochastic training, for all others stddev < 0.01 for 5 runs.

Dataset Model Dev PPL Test PPL
Rel.

Gain

Top-1 Acc.

(Rel. Err. Red.)

Top-5 Acc.

(Rel. Err. Red.)

Wikitext
-103

Transformer1 ∗23.31 ∗23.73 – 39.0% (–) 64.0% (–)
+kNN2 †20.21 †19.94 16.0% 41.3% (3.79%) 66.8% (7.91%)
+kNN + locality 19.51 19.16 3.9% 43.2% (3.29%) 68.0% (3.56%)

Java
Github

BPE LSTM3 – ∗5.27 – – –
Transformer 3.29 3.07 41.7% 75.6% (–) 87.6% (–)
+kNN †2.43 †2.18 29.0% 83.9% (34.0%) 96.0% (67.9%)
+kNN + locality 2.37 2.13 2.3% 84.7% (4.91%) 96.6% (15.0%)

1[27], 2[200], 3[193]

Table 5.4: Learned parameters θ0,{θn}
for each locality level and a non-local
level g0.

Wikitext-103 Java Github
w b w b

g0 1.233 – 0.022 –
g1 1.246 -1.087 0.033 -3.627
g2 1.288 -1.250 0.041 -5.920
g3 1.285 -1.464 – –

By adding kNN module onto the Transformer-based
LMs, perplexity and accuracy in both domains improves
by a large margin. This is expected and in line with pre-
vious experiments on kNN-LMs [200]. The Wikipedia
domain enjoys less relative improvement in perplexity
(16%) than the Java source code domain (29%). This
is particularly interesting, considering that the datas-
tore used for Wikitext-103 contains both the current
held-out split and the training data (∼100M contexts),
compared to that for Java Github with only the current
held-out split (∼5M contexts). This reflects the fact that
source code is known to benefit strongly from project- and package-specific locality [152, 409].

Adding proposed locality features and finetuning the parameters on the validation set
improves the performance further on both datasets, albeit with a smaller relative gain. This
confirms our hypothesis that incorporating locality into the non-parametric retrieval-based LMs
is beneficial. We also see that locality features in the Wikipedia domain result in fairly consistent
gains, while the Java source code domain sees especially strong accuracy improvements. This
echoes our analysis of the source code corpus in Section 5.4, where we found that distance was
generally strongly correlated with accuracy, but that locality was particularly informative at
low distances. There, it may help discriminate between top-ranked completion candidates (as
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Table 5.3: Additional token prediction top-k (k = 10,20) accuracy results and relative error
reduction (RER) on two datasets.

Dataset Model Top-10 RER Top-20 RER

Wikitext-103
Transformer 72.0% - 78.9% -
+kNN 74.6% 9.29% 81.0% 9.98%
+kNN + locality feat. 74.9% 1.30% 81.1% 0.84%

Java Github
Transformer 89.5% - 90.8% -
+kNN 97.3% 74.86% 98.2% 80.33%
+kNN + locality feat. 97.9% 21.89% 98.6% 25.41%
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Figure 5.3: The relationship between nearest neighbor rank and the “modified” negative distance
−g guided by our proposed locality features, grouped by different locality levels. Similarly to
Figure 5.2, only top 200 nearest neighbors are shown for clarity.

also shown later in Tab. 5.5). It is notable that despite the fact that the perplexity and accuracy
on Java Github are already very strong with the vanilla Transformer, we still see a noticeable
relative error reduction of 4.9% by adding locality levels information.

We next study how locality features guide towards a “better” distance distribution among
nearest neighbors. We plot the relationship between the nearest neighbor ranks and “modified”
distance g(ki, ct) in Figure 5.3. Table 5.4 shows the specific learned parameters for each level
of g(⋅, ⋅). Evidently, the biases and weights vary accordingly with locality levels, as the model
tries to “correct” the original distance by emphasizing more local contexts. Compared with the
original negative distance −d(ki, f(ct)) depicted in Figure 5.2, the negative modified distance
is more separated between the different locality levels on either dataset, showing the relative
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importance of different locality more clearly. We analyze several alternative approaches to
parameterizing locality in Section 5.6.3.

For Wikitext-103, comparing Figure 5.3a with Figure 5.2a, we can see that with the original
distance different localities cluster together, and the modified distance separates them much
better. We can also see that if two contexts have the same article category and the same section
title, then their distance on average is the closest, closely followed by those sharing article
categories only. On the other hand, contexts that only share section titles are not as closely
related. This is intuitively reasonable; the education section for a computer scientist and a
musician can be very different in content, even if sharing some commonalities, like the phrases
used to describe courses, grades, school locations, etc. This also underscores the usefulness
of explicit locality features in providing interpretable insights into the relevance of domain
knowledge.

For Java Github, comparing Figure 5.3b with Figure 5.2b, we can see that the original
distance is already more separated between different locality levels than that of Wikitext-103,
again suggesting better learned representations (in terms of locality sensitivity) for the Java
domain. However, the model still benefits somewhat from the contexts that are under the same
subdirectory (more so than just the same project), especially for top nearest neighbors: the gap
for ranks higher than 80 is more pronounced with the modified distance. This again verifies our
hypothesis about the hierarchical nature of structural locality. It also indicates potential practical
applications – if this model were deployed in a code editor, one could obtain representations of
the files in the same sub-directory as the current file and use them, along with the proposed
locality features, to bias auto-complete results.

Table 5.5 shows a randomly sampled test context from each domain where pkNN for the gold
token increases after using locality features. We can see that the nearest neighbor search using
context representations performs reasonably well at capturing patterns and themed phrases,
especially closer to the last token, finding two very similarly rated candidates. However, in
both examples, the second retrieved candidate has a wrong target token. Informed by locality
features – in the Wikitext-103 example, a matching section and category for the first candidate
– the more “local" context enjoys a large boost in probability, while the non-local one’s decreases
slightly. We present additional examples in Table 5.6. The Java example demonstrates the
same effect; the second retrieved example shows resemblances in variable name and template
structures, but the fact that the project is focused on Google API rather than Twitter API makes
the original retrieval undesirable.
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5.6.3 Alternative Formulations to Learn Parameters for Locality Fea-

tures

An alternative way to incorporate locality features into the model is an adaptive variant that con-
ditions the weights and biases ({wn},{bn} in Equation 5.6) on the current context representation
f(ct) parameterized by a MLP:

[w0 ... wn b1 ... bn]
T
=MLP (f(ct)) (5.8)

In our experiments, we used a two-layer MLP with ReLU activations, with 64 hidden units
and 0.3 dropout rate during training. The perplexity results compared with directly optimizing
weights and biases ({wn},{bn}) are shown in Table 5.7.

We find that contextualizing the parameters does not result in significant improvements
over directly optimizing w and b, and sometimes makes the performance even worse. This is
perhaps because the context vector space is very large (512-1024 dimensions) compared to the
relatively few data points from the validation set used to train.

In Section 5.6.2, we discuss the effect of learned parameters for each locality level. Observing
that the bias terms (bi) and weights (wi) vary according to the locality levels in the learned
parameters and to study the weights of the non-local level w0, we freeze all weights except for
non-local weights (wi>0) to 1 and only optimize bias terms and the weight for the non-local level
(w0). This is to exacerbate the effect of bias on different locality levels. The learned parameters
are shown in Table 5.8. We see similar results where the bias terms vary aggressively to modify
the “distance” with different levels of locality, and the weights for the non-local level are less than
1, lowering the importance of those non-local retrieved candidates. It’s worth mentioning that
for Java Github these learned biases are much larger in amplitude than before, to compensate
for the small scale weights learned before (only around 0.03). However, the perplexity results
on both datasets are slightly worse than the full optimization setting that we use in the main
experiments (19.33 vs. 19.16 in Wikitext-103 and 2.15 vs. 2.13 in Java Github).

5.7 Conclusion

In this paper, we propose a novel method of incorporating structural locality into non-parametric
LMs that reference retrieved examples from a datastore. We evaluate this approach in both a
natural language and programming language domain, and empirically explore the similarities
and differences of how structural locality affects LMs in these settings. The improvement in

120



perplexity and prediction accuracy across both domains show the effectiveness and ubiquity of
such locality information. Besides language modeling, we also envision that the method can
benefit other applications that could be enhanced using user-defined prior domain knowledge
such as conditional generation or representation learning using retrieved information.
Connection with related work and novelty. Previous work [152] made the observation
that source code files from the same GitHub repository or sub-directory tend to be relatively
similar, but did not include an empirical analysis of this effect. Rather, their observation was
backed up by improved performance of their n-gram language model with multiple tiered caches.
Our work gives more fine-grained insights into this phenomenon, expands the applicability to
neural models and new domains, and proposes a more generalized formulation for encoding
multiple localities across multiple domains. Our work improves on this in a number of ways,
including: 1) directly examining the internal representations of a neural language model, 2)
demonstrating that the internal representations do not sufficiently capture structural locality
features, 3) providing efficient ways to compensate for this disconnect, leading to improved
language modeling performance, and 4) showing that this carries over to Wikipedia, which has
not been previously examined in this way.

As a result, our work both gives more fine-grained insights into this phenomenon and
expands the applicability to neural models and new domains. In addition, our work proposes a
more generalized formulation for encoding multiple localities across multiple domains than the
one proposed in Hellendoorn and Devanbu [152], which treated locality as strictly nested (e.g.
project→ sub-directory → file). Our formulation in Eq. 5.5 can encode more general hierarchies,
such as the lattice we used in the Wikipedia case:

same section & category

same section same category

any section & category

Limitations. Our method applies to settings where locality effects are present, there is suf-
ficient data to build a reliable datastore for each locality level, and that locality is not already
meaningfully captured by the model. While this may not apply to every domain, these features
are common: besides source code & Wikipedia, domains including books (features: authorship
& dewey decimal system information), research papers (venue, research area), product manuals
(kind, sections), and online discussions (time, topic) are all plausible candidates. The features
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in our studied domains were selected based on availability and prior knowledge of the domain
(e.g., for Java, [152]). While they did provide measurable improvements and were natural to
interpret, these may not be the optimal choice, and other options are worth investigating. It
is also possible that LM improvements will eventually lead to learned context representations
that almost perfectly capture the relevant locality information. However, we believe this to be
unlikely: in many practical settings, there is some inherent ambiguity in partial contexts that
cannot be solved with the surface text only. For instance, in Java source code files, it is common
to declare a package, which will obviously match perfectly based on the first few tokens (e.g.,
package org.) with many other contexts. Yet given the scoped nature of this declaration,
locally retrieved continuations are inherently far more useful.

122



Table 5.5: Examples from two domains where incorporating locality features (non-local, local)
lead to a significant increase in the cumulative pkNN for the gold token, with corresponding
change in probability (normalized negative distance) for two nearest neighbors.

Test Context Test Target Initial log pkNN
∆

log pkNN

Section: Seasonal forecasts; Category: Pacific typhoon season The forecast indicated the potential

for 26.2 tropical storms, compared to the 10– and 30-year average of 27.8 and 26.3 storms, respectively.

The following month, the group raised their ...

forecast -2.20 +0.89

Datastore Context
Datastore
Target

Orig. Log-Prob.
∆Log-
Prob.

Section: Seasonal forecasts; Category: Pacific typhoon season Their main reasons behind this is due

to weaker trade force winds occurring in many parts of the basin, and there would be an enhanced

cyclonic vorticity over the northwestern part of the Pacific. On April 27, the GCACIC made their first

...

forecast -2.91 +1.25

Section: Earthquake; Category: earthquake Nickson Sioni from Simbo came on the (HF) radio and

announced the arrival of a huge wave that had washed away several houses and come inland about

200m. This information was passed on by telephone to the Hawaii-based Pacific Tsunami Warning

Center who then upgraded their ...

warning -3.01 -0.31

Test Context Test Target Initial log pkNN
∆

log pkNN

Directory: .../android/twitter/AuthConstants.java; Project: twitterdroid
public static final String CONSUMER_SECRET = "YOUR_CONSUMER_SECRET";

public static final String REQUEST_URL = "http://www. ...

twitter -2.03 +0.49

Datastore Context
Datastore
Target

Orig. Log-Prob.
∆Log-
Prob.

Directory: .../jtwitter/TwitterConnection.java; Project: twitterdroid
public static final String FRIENDS_TIMELINE_URL =

"http://api.twitter.com/1/statuses/friends_timeline.xml";

public static final String UPDATE_URL = "http://api. ...

twitter -1.99 +0.17

Directory: .../impl/ActivityTemplate.java; Project: spring-social-google
private static final String ACTIVITIES_PUBLIC = "/activities/public";

private static final String ACTIVITIES_URL = "https://www. ...

googleapis -1.87 -0.09
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Table 5.6: Examples where locality features (non-local, local) lead to a significant increase in
the cumulative pkNN for the gold token, with corresponding change in probability (normalized
negative distance) for two nearest neighbors.

Test Context Test Target Initial log pkNN
∆

log pkNN

Section: Design; Category: ship class In an effort to outmatch the American New York class, planners

called for a ship armed with twelve 14-inch (36 cm) guns and faster than the 21 knots (39 km/h; 24

mph) of their rivals. Vickers files show that the Japanese had access to the designs for double- and

triple-gun turrets, yet opted for six double turrets over four triple turrets. The final design—designated

A-64 by the IJN—called for a ...

displacement -2.54 +1.09

Datastore Context
Datastore
Target

Orig. Log-Prob.
∆Log-
Prob.

Section: Design; Category: ship class Both ships were also given torpedo bulges to improve their

underwater protection and to compensate for the weight of the additional armour. In addition, their

sterns were lengthened by 7.62 metres (25 ft). These changes increased their overall length to 213.8

metres (701 ft), their beam to 31.75 metres (104 ft 2 in) and their draft to 9.45 metres (31 ft). Their ...

displacement -3.25 +1.23

Section: History; Category: gun mount The British Admiralty ordered a prototype of Coles’s patented

design in 1859, which was installed in the ironclad floating battery, HMS Trusty, for trials in 1861,

becoming the first warship to be fitted with a revolving gun turret. Coles’s aim was to create a ...

ship -2.98 -0.24

Test Context Test Target Initial log pkNN
∆

log pkNN

Section: La Venta; Category: colossal statueWhen discovered it was half-buried; its massive size

meant that the discoverers were unable to excavate it completely. Matthew Stirling fully excavated

the monument in 1940, after clearing the thick vegetation that had covered it in the intervening years.

Monument 1 has been ...

moved -2.97 +1.22

Datastore Context
Datastore
Target

Orig. Log-Prob.
∆Log-
Prob.

Section: San Lorenzo; Category: colossal statue The sculpture suffered some mutilation in antiquity,

with nine pits hollowed into the face and headdress. San Lorenzo Colossal Head 10 (also known as

San Lorenzo Monument 89) has been ...

moved -4.18 +1.36

Section: San Lorenzo; Category: castle The excavations investigated the north of the fortress,

searching for an entrance postulated by architect Eugene Viollet-le-Duc, but no such entrance was

found. However, the excavation did reveal was that there was an addition to the north of the castle to

enable the use of guns. Typologically, the structure has been ...

dated -4.63 -0.11
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Table 5.7: The perplexity results comparing alternative formulation using MLP to contextualize
parameters for locality features on two datasets.

Dataset Model Dev PPL Test PPL

Wikitext-103

Transformer 23.31 23.73
+kNN 20.21 19.94
+kNN + locality (MLP contextualized) 20.11 19.92
+kNN + locality (direct) 19.51 19.16

Java Github

Transformer 3.29 3.07
+kNN 2.43 2.18
+kNN + locality (MLP contextualized) 2.47 2.20
+kNN + locality (direct) 2.37 2.13

Table 5.8: Learned parameters θ0,{θn} for each locality level and a non-local level g0, with fixed
wi>0 = 1 during optimization.

Wikitext-103 Java Github
w b w b

g0 1.127 – 0.901 –
g1 1.000 -0.385 1.000 -28.716
g2 1.000 -0.475 1.000 -55.428
g3 1.000 -0.726 – –
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Chapter 6

Why do Nearest Neighbor Language
Models Work?

Language models (LMs) compute the probability of a text by sequentially computing a repre-
sentation of an already-seen context and using this representation to predict the next word.
Currently, most LMs calculate these representations through a neural network consuming the
immediate previous context. However recently, retrieval-augmented LMs have shown to improve
over standard neural LMs, by accessing information retrieved from a large datastore, in addition
to their standard, parametric, next-word prediction. In this paper, we set out to understand why

retrieval-augmented language models, and specifically why k-nearest neighbor language models
(kNN-LMs) perform better than standard parametric LMs, even when the k-nearest neighbor
component retrieves examples from the same training set that the LM was originally trained
on. To this end, we perform analysis of various dimensions over which kNN-LM diverges
from standard LMs, and investigate these dimensions one by one. Empirically, we identify
three main reasons why kNN-LM performs better than standard LMs: using a different input
representation for predicting the next tokens, approximate kNN search, and the importance
of softmax temperature for the kNN distribution. Further, we incorporate some insights into
the standard parametric LM, improving performance without the need for an explicit retrieval
component. The code is available at https://github.com/frankxu2004/knnlm-why.

6.1 Introduction

Language modeling is the task of predicting the probability of a text (often conditioned on
context), with broad-spanning applications across natural language processing [27, 35, 54, 279].
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Figure 6.1: An illustration of the generalized formulation of kNN-LM in Equation 6.2.

It is usually done by sequentially encoding a context ct using a trained neural network function f ,
and computing the probability of the next wordwt according to f (ct) and a vector representation
of wt.

Recently, retrieval-augmented LMs have shown a series of impressive results [14, 44, 123, 135,
147, 201, 495]. Retrieval-augmented LMs compute next token distribution based not only on the
immediately preceding context ct and the model parameters, but also on an external datastore,
from which examples are retrieved and incorporated into the base LM’s prediction. One such
model that is notable for both its simplicity and efficacy is the k-nearest neighbor language
model [kNN-LM; 201]. kNN-LM extends a trained base LM by linearly interpolating the output
distribution with a kNN model. The nearest neighbors are retrieved according to the distances
between the current context embedding of the base LM and all the context embeddings in the
datastore. The datastore is created by encoding all contexts from any text, including the original
LM training data.

One of the most surprising results from Khandelwal et al. [201] is that kNN-LM reduces the
perplexity of the base LM even when the kNN component is retrieving examples from the same

training set that the LM was originally trained on, indicating that kNN-LM improves the ability to
model the training data and is not simply benefiting from access to more data. Intrigued by this
finding, we wonder why does kNN-LM work, and how does it improve already-trained strong
transformer-based models? In this paper, we set out to understand why kNN-LMs work even in
this setting.
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In the following sections, we first elucidate connections between the added kNN component
and the standard LM component. Specifically, we note that word distributions from both
components are calculated using a softmax function, based on the similarity of the current
context hidden state with a set of embeddings that corresponds to different next words. With
this intuition, we formalize and generalize the non-parametric distribution with the softmax
layer and word embedding layer used in parametric LMs. We then show that this generalized
form exposes a variety of design choices, e.g., the number of context embeddings in the datastore,
the input representation used in softmax layer, different similarity functions, as well as the
approximation and sparsification implementations in the kNN search. This provides a general
framework for analyzing kNN-LM and similar models and allows us to perform ablation studies
that test the importance of various design decisions.

We proceed to propose multiple hypotheses as to why kNN-LM works, which are testable
by adjusting the various parameters exposed by our generalized formulation. Based on these
hypotheses, we perform ablation experiments and analyze the nuances between different im-
plementations of the generalized version of PkNN . As the answer to our question, “why do
kNN-LMs work?”, we eventually show that the most probable reasons are threefold:

1. Ensembling the output of softmax using two representations from different layers of the
transformer is important; in our experiments, this accounts for 55% of the performance gain of
kNN-LM, or 6.5% relative perplexity improvement compared to the base LM.

2. kNN-LM uses approximate nearest neighbor search to handle the large number of candi-
dates, and the lack of preciseness in the algorithm actually helps kNN-LM to generalize better
than exact nearest neighbor search and distance calculation, possibly due to regularization effect.
The relative perplexity improvement from this factor is about 2.6%.

3. Depending on the design decisions that are chosen for modeling, adding a temperature
term to the kNN non-parametric component can become crucial to the success of modeling
(although coincidentally, in the original settings of Khandelwal et al. [201], a temperature of
1.0 was close to optimal, which hid the importance of this term). In some settings, the relative
perplexity gap between the default and optimal temperature can be as high as 8.4%.

Finally, one significant drawback to the current kNN-LM is the inefficiency of kNN search
performed at each step [14, 44, 148, 416]. Because of the similarity between kNN-LM and the
parametric LM’s last layers and the many design choices, we also demonstrate that we are able to
make kNN-LM more efficient by substituting the kNN search with another matrix operation that
can fit in accelerator memory while maintaining more than half the perplexity improvement, or
6.5% relative improvement to the base LM.
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6.2 Formalizing and Generalizing kNN-LM

kNN-LM [201] is a linear interpolation between a base LM and a kNN model. Given a set of
contexts ci and their corresponding next token wi as a pair (ci,wi) ∈ D, kNN-LMs create a
datastore (K,V) = {(ki, vi)}, as a set of key-value pairs (K,V) = {(f (ci) ,wi) ∣ (ci,wi) ∈ D},
where f (ci) is typically a transformer’s hidden state after reading ci. During inference, the
parametric component generates the output distribution pLM(wt∣ct; θ) over the next tokens
and produces the corresponding context representation f(ct), given the test input context ct.
Then the non-parametric component queries the datastore with the f(ct) representation to
retrieve its k-nearest neighbors N with a distance function d(⋅, ⋅). Next, kNN-LM computes a
probability distribution over these neighbors using the softmax of their negative distances, and
aggregates the probability mass for each vocabulary item across all of its occurrences in the
retrieved targets:

pkNN(wt∣ct) ∝ ∑
(ki,vi)∈N

1wt=vi exp(−d(ki, f(ct))) (6.1)

Finally, this distribution is interpolated with the parametric LM distribution pLM to produce the
final kNN-LM distribution p(wt∣ct; θ) = (1 − λ)pLM(wt∣ct; θ) + λpkNN(wt∣ct), where λ is a scalar
that controls the weights of the interpolation between two components, with higher λ putting
more weight on the non-parametric component.

Looking closely at Equation 6.1, we notice a similarity between the calculation of PkNN and
the standard PLM . The kNN distribution is based on the distances between the current context
and the nearest neighbors from the datastore, normalized by a softmax function. Recall that in
(standard) parametric language models, the distribution over the vocabulary is also based on a
measure of distance, the inner product between the current context embedding and the word
embeddings of every token in the vocabulary. Because each context embedding in the datastore
(K,V) corresponds to a target token, we can also view this datastore as a large word embedding
matrix with multiple word embeddings for each of the vocabulary words. Theoretically, given
unlimited computation, we could calculate the distribution based on the distances to every
embedding in the datastore, and aggregate by vocabulary items, making it more closely resemble
PLM . For Equation 6.1, this will result in k = ∣D∣, the size of the entire datastore, and N = D,
using the distances to every context in the datastore instead of a subset of nearest neighbors. In
practice, we use kNN search as a way of approximation, by limiting the calculation to only k

nearest neighbors to avoid the computational cost of calculating the distribution over the entire
datastore.
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If we re-write and generalize Equation 6.1, both the kNN-LM of Khandelwal et al. [201] and
a large number of related models can be expressed through the following equation:

Pinterp = (1 − λ) softmax(Wsm ⋅ hsm)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
PLM parametric component

+ λMsoftmax(mask-to-k(Wds ⊗ hds)/τ)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

PkNN non-parametric component

.
(6.2)

Figure 6.1 provides an illustration of Equation 6.2. The first term of the equation is the standard
parametric language model, whereas the second represents a generalized version of utilizing
an external datastore. The first component, the output layer of a common parametric language
model, is relatively straightforward. Wsm of size V ×D is the embedding matrix of the output
token, and hsm is the context vector to calculate the distribution of the output token, usually the
output of the final feedforward layer in the transformer.

In the second component, Wds represents the datastore, of size Nds ×D. Nds is the number
of entries in the datastore, and D is the size of each context vector. hds represents the context
vector used to query the datastore. As shown in Figure 6.1, hds may come from a different layer
of the transformer than hsm. The operator ⊗ represents the operation type used to calculate
the similarity between context vectors and the query vector, which also has several alternatives
that we discuss below. mask-to-k(⋅) represents a function to sparsify similarity scores across
the datastore, setting all but k similarity scores to −∞, which results in probabilities of zero
for all masked similarity scores after the softmax. Practically, this is necessary for kNN-LMs
because the size of the datastore Nds makes it infeasible to calculate all outputs at the same
time. With the masked logits, we apply a more generalized version of softmax with temperature
τ . Intuitively adding the temperature can adjust the peakiness or confidence of the softmax
probability distribution output. After the softmax, the matrixM of dimension V ×Nds sums the
probability of the Nds datastore entries corresponding to each of the V vocabulary entries. Each
column in this matrix consists of a one-hot vector with a value of 1 and the index corresponding
to the vocabulary item wi corresponding to the datastore entry for ci.

Within this formulation, it becomes obvious that there are many design choices for kNN-
LM-like models. One important thing to note is that the right side of Equation 6.2 is actually
very similar to the left side representing the standard parametric language model, with a few
additional components: M , mask-to-k, and ⊗. More specifically, some of the design decisions
that go into the kNN-LM, and parallel with standard parametric models are:

Size ofWds: In standard parametric model, the size ofWsm is V embeddings, each with D
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dimensions. In kNN-LM the size of Wds is very large: Nds, the size of the datastore, usually the
number of tokens in the training corpus.

Input representation: In the parametric model, hsm is the output from the feedforward
layer in the last transformer block, which we abbreviate “ffn”. In contrast, kNN-LM rather use
as hds the output from the multi-headed attention layer of the last transformer block (before
running the representations through the feed-forward network, and after the LayerNorm [25]),
which we abbreviate as “att”.

Similarity & Temperature: In the parametric model, the functional form of ⊗ is the inner
product (abbreviated IP), whereas kNN-LM use negative squared L2 distance (abbreviated L2) as
a similarity function between Wds and hds. As the similarity scores are turned into probability
distributions with the softmax function, the choice of softmax temperature (τ ) can control the
scaling of the similarity scores and thus the peakiness of the non-parametric distribution.

Approximation & Sparsification: In the parametric model, k = V , and no values are
masked, but in the kNN-LM, k ≪ V , and most of the datastore entries are pruned out. The
definition of the mask-to-k(⋅) function, i.e. how to select the important datastore embeddings
to include in the similarity calculation (in kNN-LM’s case the k nearest neighbors), is a crucial
open design choice.

In the following sections, we set out to better understand how each of these design decisions
contributes to the improvement in accuracy due to the use of kNN-LMs.

6.3 Baseline kNN-LM Results

First, we evaluate kNN-LM on Wikitext-103 [278], and examine the importance of two design
choices: the input representation hds and the similarity function ⊗.

In models examined in this paper, the parametric model is a transformer language model
with mostly the same architecture as in Khandelwal et al. [201]. However, we make slight
modifications to the original base LM [27] to accommodate our experimentation need. We
use BPE tokenization [371] to train a smaller vocabulary (33K) than the original (260K) on the
training corpus of Wikitext-103, as subword tokenization is ubiquitous in many state-of-the-art
language models [54, 88]. Using subword tokenization also eliminates the need for adaptive
softmax [188]. This makes the output layer more general, sharing more resemblance to the kNN
component as described in § 6.2, and facilitates the ablation studies in this paper.1 This base

1By re-training the base LM from scratch with BPE tokenization and a standard output softmax, our LM’s
perplexity is worse than reported by Khandelwal et al. [201]. However, we observe similar relative gains from
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LM has 268M parameters. To get a perspective on how large the datastore is, it is built on the
training data that contains nearly 150M BPE tokens, each paired with a context vector of size
1024. This datastore has a total memory consumption of about 300GB. Following Khandelwal
et al. [201], at every retrieval step, we take the top 1024 nearest neighbors, i.e., k = 1024. The
interpolated perplexity is computed with optimal interpolation parameter λ tuned according to
the perplexity on the development set, and fixed during inference.

hds ⊗ +#params PPL Interp. Oracle

Base LM - - 0 21.750 - -
kNN-LM-L2 att L2 Nds ×D ∞ 19.174 14.230
kNN-LM-IP att IP Nds ×D ∞ 19.095 14.077
kNN-LM-L2 ffn L2 Nds ×D ∞ 20.734 15.594
kNN-LM-IP ffn IP Nds ×D ∞ 21.101 16.254

Table 6.1: Performance of the parametric language model and several kNN-LM variants.

Results comparing multiple kNN-LM variants are shown in Table 6.1. The first row represents
the base parametric language model’s perplexity. The second is a formulation analogous to
that of kNN-LM, and in the remaining rows, we vary the input representation hds and distance
function ⊗ from Equation 6.2. All variants use a large datastore with size Nds, approximately
5000 times the size of the vocabulary V , as also reflected in “+#params”, the number of additional
parameters other than the base LM.

We report several important quantities. “Interp.” shows the interpolated perplexity. “PPL”
shows the perplexity of only the kNN component of the model pkNN(). This is∞ for all kNN-LM
models, as when the kNN search does not retrieve any datastore entries corresponding to the
true target word wt the probability of it will be zero. “Oracle” shows the lower bound of the
interpolated perplexity by choosing the best λ for each token in the evaluation dataset, which
will either be λ = 0 or λ = 1 depending on whether PLM(wt∣ct) > Pknn(wt∣ct). From the table,
we see that:

1. Using the output of the multi-headed attention layer (“att”) as hds (instead of the standard
“ffn” layer) is crucial for better performance of kNN-LM.

2. In general, using negative squared L2 distance or inner product as a similarity function
does not result in a large and consistent difference, although in our setting, IP provides slightly

the additional kNN component, and we argue that the base LM is orthogonal to the study of the factors behind
kNN-LM’s improvements.
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better performance when using the “att” inputs, and slightly worse when using “ffn” inputs.
3. Interestingly, when using “ffn” and “IP”, the same input and distance metric used in the

parametric model, the results are the worst, indicating that kNN-LM particularly benefits from
a different view of the data than the parametric model.

We found in preliminary experiments that kNN-LM is generalizable to other base language
models as well, ranging from small models with 82M parameters to larger models with 774M
parameters. The gain from kNN-LM is more significant when used with a smaller, less capable
base language model (§ 6.8.1) In this paper, we mainly focus on the factors contributing to the
relative improvements from kNN-LM, instead of the absolute performance, so we use the 268M
model for the remainder of the paper. In the next sections, we perform ablation experiments
on the general formulation Equation 6.2 to elucidate the key elements contributing to the
performance improvements in kNN-LM.

6.4 Effect of DifferentWds Formulations

hds Nds +#params PPL Interp. Oracle

Base LM - - 0 21.750 - -
kNN-LM att Big Nds ×D ∞ 19.095 14.077

Learned Wds att 1x V ×D 22.584 20.353 16.954
kNN-LM ffn Big Nds ×D ∞ 21.101 16.254

Learned Wds ffn 1x V ×D 20.920 20.694 18.772

Table 6.2: Performance comparison how the choice of hds, input representation, affects kNN
baselines and models with learnable embeddings as datastore alternative. hds is the attention
layer output. ⊗ is IP.

6.4.1 Replacing Datastore with Trainable Embeddings

From the observation in § 6.3, we see that the choice of hds has a large impact on the performance
of kNN-LM. This intrigues us to explore if one key to the improvements of kNN-LM lies in
the combination of different input representations, namely the attention output (hds = att) and
feedforward output (hds = ffn). However, based only the experiments above, it is not possible

134



to disentangle the effect of the choice of hds and that of other design choices and factors in
Equation 6.2.

To test the effect of the choice of hds in a more controlled setting, we remove the non-
parametric datastore entirely, and initializeWds in Equation 6.2 with a randomly initialized word
embedding matrix of the same size (Nds = V ) as the LM’s output embedding Wsm, and train
Wds with all other parameters fixed.2 The loss function for training is the cross-entropy loss of
softmax(Wds ⋅ hds) with respect to the ground-truth tokens, identically to how the base LM is
trained. We compare how using hds = att or hds = ffn affects the interpolated performance. The
results are shown in Table 6.2, with the results of kNN-LMs using these two varieties of input
representation for reference. From these experiments we find several interesting conclusions:

Effectiveness of re-trainingWds: In the case of “LearnedWds w/ FFN”, we are essentially
re-learning the weights for the softmax function separately from the underlying LM encoder.
Despite this fact, the model achieves a PPL of 20.920, which is 0.83 points better than the base
model. This suggests that it is beneficial to learn the parameters of Wds after freezing the
transformer encoder.

Effectiveness of ensembling two predictors: In both cases of Wds, the interpolated
perplexity is significantly better than that of using a single predictor. This is particularly the
case when using the “att” representation for hds, suggesting that the utility of ensembling
predictions from two views of the data is not only useful when using kNN-LM, but also in
standard parametric models as well.

Parametric ensembles as an alternative to kNN-LM? Overall, by using a separate word
embedding matrix with size V ×D as an alternative to kNN, we can recover about 55% of the
performance gain achieved by kNN-LM, with only a limited number of parameters and without
the necessity for slow kNN retrieval every time a token is predicted. This suggests that the
majority of the gain afforded by kNN-LM could be achieved by other more efficient means.

6.4.2 Increasing the Softmax Capacity

One premise behind kNN-LM is that the large datastore is the key reason for the kNN-LM’s
success: the larger the datastore’s capacity, the better the performance. We wonder whether
such a big datastore is warranted and whether the size and expressivity ofWds leads to better
performance. We test the effect of the datastore size for kNN retrieval on kNN-LM interpolated

2Because we previously found little difference between IP and L2 as similarity functions, we use IP in the
experiments. For simplicity, we set temperature τ = 1.
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perplexity. If a bigger datastore is better in kNN-LM than a smaller datastore, then the hypothesis
of softmax capacity is more probable. We randomly subsample the full datastore in varying
percentages and the results are shown in the blue “FAISS mask, FAISS score” series in Figure 6.3.
The full datastore contains more than 150M entries and storing them takes 293GB when using
fp16. We see that the perplexity decreases linearly with a higher fraction of the original datastore.
Even with just 5% of the datastore size (15G), kNN-LM still provides a benefit over the base
LM. However, even when the subsampling percentage reaches 90%, more entrie in the datastore
still provide benefits without having significant diminishing returns, suggesting that a large
datastore is beneficial.

One possible reason why a larger datastore is helpful is that some words can be difficult
to predict. There are several reasons: (1) They are rare, or (2) they are frequent, but they have
multiple meanings and appear in different contexts. The softmax bottleneck [446] suggests that
the final dot product of languagemodelWsm ⋅hsm is capped atD rank, limiting the expressiveness
of the output probability distributions given the context; that is, a single output vector of a fixed
(1024) size cannot express all the possible mappings between 100M training examples and 33K
vocabulary outputs. We hypothesize that kNN-LM improves performance by alleviating the
problem, sinceM exp(Wds⊗hds) has a higher rank (M ⋅ sums softmax outputs of the same token)
and is more expressive than just exp(Wsm ⋅ hsm). kNN is a sparse approximation of the full
softmax over all the embeddings in the datastoreWds. To test this hypothesis, we disentangle the
effect ofWds size from the actual saved context embeddings inWds, by training an embedding
matrix of the same size from scratch.

We explore several potential solutions for increasing the capacity of softmax, and examine
if they can achieve a similar effect to kNN-LM. The first and easiest solution is to increase the
embedding matrix size by adding more embedding vectors for each word type in the vocabulary.
To test this, we replace Wds with a much smaller matrix of size nV ×D, where we allocate n
embedding vectors for each word type. When calculating the probability from this component,
we compute the softmax over nV items and sum the probabilities for each vocabulary entry.
mask-to-k(⋅) is no longer needed, as this formulation is small enough to fit the entire matrix in
the GPU. We then finetune the newWds on the training data until convergence.

Figure 6.2 compares the base LM using the original kNN-LM with using either the attention
layer output (“att”) or the feedforward layer output (“ffn”) as hds. We plot the number of
embeddings for each word type (nV total embeddings inWds) versus the interpolated perplexity,
with full details found in Table 6.3.

In both cases, comparing with the top horizontal line which represents the perplexity of
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hds Nds ⊗ +#params PPL Interp. Oracle

- - - 0 21.750 - -

att Big IP Nds ×D ∞ 19.095 14.077
att 1x IP V ×D 22.584 20.353 16.954
att 2x IP 2V ×D 21.903 20.529 17.432
att 3x IP 3V ×D 22.434 20.395 17.132
att 4x IP 4V ×D 21.936 20.521 17.423
att 5x IP 5V ×D 22.025 20.643 17.560
att 6x IP 6V ×D 21.972 20.519 17.422
att 9x IP 9V ×D 22.084 20.696 17.631

ffn Big IP Nds ×D ∞ 21.101 16.254
ffn 1x IP V ×D 20.920 20.694 18.772
ffn 2x IP 2V ×D 20.889 20.646 18.701
ffn 3x IP 3V ×D 20.829 20.603 18.717
ffn 4x IP 4V ×D 20.769 20.629 18.876
ffn 5x IP 5V ×D 20.720 20.594 18.878
ffn 6x IP 6V ×D 20.726 20.599 18.902
ffn 9x IP 9V ×D 20.687 20.567 18.887

Table 6.3: Performance comparison of kNN baselines and models with learnable embeddings
of increasing size as Wds datastore alternative. hds is either attention layer output (att) or
feedforward layer output (ffn).

the base LM, replacing the datastore with a much smaller weight matrix (from Nds to nVds) by
assigning only a few more embeddings for each word helps, although only about half as effective
as kNN-LM. To give a perspective, the original datastore size is about 5000V . Surprisingly,
we find that increasing n does not always bring better performance, even though a larger
datastore is better than using a small datastore in kNN-LM. We see that when hds = ffn, over-
parameterization provides limited improvements, while for hds = att it does not bring consistent
improvements at all. Comparing the trend of increasing the embeddings inWds, with the bottom
horizontal line in the plot, which represents the perplexity of the standard kNN-LM using the
full datastore (Wds with approx. 5000V embeddings), we see no clear trend that more trainable
embeddings result in better perplexity, and that the gap between using trained embeddings and
using full datastore is still significant. This suggests that simply over-parameterizing Wds is not
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Figure 6.2: The number of embeddings per word type (nV total embeddings in Wds) versus
interpolated perplexity, compared with base LM and kNN-LM.

an effective method of achieving gains similar to kNN-LM.

We hypothesize that this is because by just adding more embeddings, while still using the
same training procedure as the original LM, the multiple embeddings for each word type after
learning could still be very close to each other, and thus do not increase the softmax capacity
much. This suggests that some regularization terms may be needed during training to make the
multiple embeddings not converge to the same vector, rendering over-parameterization useless.

Besides simply increasing the number of embedding vectors equally for each word type, we
also propose other alternatives to increase softmax capacity. First, we hypothesize that different
word types have different difficulties for the language model to predict. For those words that
appear very frequently, they may appear in many different contexts. As a result, instead of
adding an equal number of additional embeddings to each word type, we propose to adaptively
increase the number of embeddings for word types based on word frequency, or total training
loss for the word. Second, we try to break the softmax bottleneck. Yang et al. [446] proposes
a solution using Mixture of Softmax (MoS) to produce more linearly independent probability
distributions of words given different contexts. Last, instead of training word embeddings of
increased size, we also consider compressing the datastore down to a similar-sized embedding
matrix for softmax by clustering the datastore and finetuning of the matrix consisting of cluster
centroids. However, none of these alternative methods provided additional benefits over the
simple multi-embedding approach (§ 6.8.2).
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PPL Interp. Oracle

Base LM 21.750 - -
kNN-LM w/ FAISS mask, FAISS score ∞ 19.174 14.230
kNN-LM w/ FAISS mask, real score ∞ 19.672 14.393
kNN-LM w/ real mask, real score ∞ 19.735 14.480

Table 6.4: Performance of the parametric language model and comparison of kNN-LMs using
the approximate versus ground truth kNN. ⊗ is L2. hds = att.

6.5 Approximate kNN & Softmax Temperature

6.5.1 Comparing Approximate kNN Search

To calculate PkNN of the non-parametric component in Equation 6.2, it is usually prohibitive
to use exhaustive kNN search, and thus Khandelwal et al. [199] use approximate kNN search
using the FAISS library [184]. The use of FAISS (similarly to other approximate search libraries)
results in two varieties of approximation.

Approximate Neighbors: Because the search for nearest neighbors is not exact, the set
of nearest neighbors might not be equivalent to the actual nearest neighbors. Recall that the
function mask-to-k(⋅) in Equation 6.2 is the function that selects kNN entries from the datastore
Wds. We denote “real mask” as the accurate nearest neighbors for mask-to-k(⋅) selection, and
“FAISS mask” as the approximate nearest neighbors returned by the FAISS library.

Approximate Scores: In addition, FAISS makes some approximations in calculating the
distances between the query and the retrieved neighbors for efficiency purposes. We denote
“real score” as the scores calculated from ground truth distances between the embeddings, and
“FAISS score” as the distances returned by FAISS approximate search.

The comparison of the different approximation settings is shown in Table 6.4. Quite
surprisingly, we actually find that the interpolated perplexity with approximate search is better
than that with exact search, both with respect to the mask and the score calculation. Intrigued
by this counter-intuitive result, we explore the effect of kNN search approximation.

First, we plot the subsampled size of the datastore with the interpolated perplexity Figure 6.3,
but showcasing the comparison between approximate and real masks, approximate and real
scores in both the full datastore as well as a small subsampled datastore setting. We find that
using an approximate FAISS mask to find nearest neighbors performs better than using the
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Figure 6.3: The differences between using approximate and accurate kNN search on varying
sizes of the datastore.

exact nearest neighbors both at 5% and 100% of the datastore. However, using the approximate
score returned by FAISS is better than recomputing the exact distances between embeddings for
the kNN distribution only for the small 5% datastore scenario. Interestingly, the gap between
using an approximate score or real score given the same approximate neighbors (“FAISS mask,
FAISS score” vs. “FAISS mask, real score”) is larger than that between using approximate or
real neighbors given the same ground truth method of calculating the distance (“real mask, real
score” vs. “FAISS mask, real score”).

We hypothesize that this is related to regularization for preventing overfitting, and ap-
proximate search provides fuzziness that functions as a regularizer. We can think of the kNN
component of kNN-LM as a model, where the datastore size is the model capacity, and the
datastore is its training data. Considering that the kNN component uses the exact same training
data as the base parametric LM, having ground truth, accurate kNN search may cause the kNN
component to overfit the training data.

6.5.2 Adding Softmax Temperature to kNN Distribution

Because the number of retrieved nearest neighbors, k, is usually much smaller than the vocabu-
lary size V , intuitively, the kNN distribution PkNN used for interpolation tends to be more peaky
than the standard LM output distribution. When k = 1024 and V = 33000, as in our experiments,
PkNN will only have a few vocabulary items with a non-zero probability. Furthermore, many of
the retrieved neighbors share the same target token and thus make the kNN distribution even
peakier. One way to control the entropy, or peakiness of the distribution is to add tempera-
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Figure 6.4: The interpolated perplexity varies with different softmax temperature τ values.

ture to the distances that go into the softmax function [162]. We calculate the probability of
non-parametric component in Equation 6.2 where τ is the softmax temperature. In general, the
higher the temperature, the less “peaky” the distribution becomes. We experiment with both the
5% as well as the full datastore using different temperatures ranging from 0 to 3 at 0.1 intervals.
The results are shown in Figure 6.4a and Figure 6.4b respectively.

We see that the default temperature τ = 1 does not always result in the best-interpolated
perplexity and tuning the softmax temperature is desirable for all sizes of datastore. The lesson
learned here is that tuning the softmax temperature for the kNN distribution is crucial for
getting optimal results from each setting. Only coincidentally, a temperature of 1.0 was close to
optimal in the original settings of kNN-LM, which hid the importance of this hyperparameter.
Even at the optimal temperature of each setting, “real mask, real score” underperforms “FAISS
mask, real score”. This is consistent with the counter-intuitive phenomenon in § 6.5.1. There
are also differences between different datastore sizes. With the full datastore, using “real score”
outperforms “FAISS score” given the same “FAISS mask”. However, the opposite is true when
using the 5% datastore. This suggests that as the datastore size grows, using accurate distance
values are better than the approximate ones. The smaller gap between using “real score” and
“FAISS score” in both datastore settings shows that the main contributor to the improvements is
using approximate nearest neighbors (“FAISS mask”) rather than using approximate distance
values (“FAISS score”).

These results emphasize the effect of approximation discussed in § 6.5.1, because comparing
the small datastore with only 5% with the original datastore, we see that a small datastore means
a small training set for the kNN “model” and it thus it benefits more from this regularization,
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both by using the FAISS mask and FAISS score (at optimal temperature settings). Surprisingly,
one of the important ingredients in kNN-LM seems to be approximate kNN search, which likely
prevents overfitting to the datastore created from the same training set. We further analyze this
unexpected result in § 6.8.3, where we find that longer words and words that appear in many
different contexts have slightly better results with approximate nearest neighbors.

Consistently with our findings, He et al. [148] found that dimensionality reduction using
PCA on the datastore vectors (from 1024 to 512 dimensions) improves the perplexity of the
original kNN-LM from 16.46 to 16.25, which can be explained by our findings as PCA may
provide another source of approximation that contributes to regularization. Notably, similar
effects, where an approximation component leads to better generalization, have been reported in
other NLP tasks as well, and are sometimes referred to as “beneficial search bias”, when modeling
errors cause the highest-scoring solution to be incorrect: for example, Meister et al. [276] suggest
that “quite surprisingly, beam search often returns better results than exact inference due to
beneficial search bias for NLP tasks”; Stahlberg and Byrne [394] also conclude that “vanilla NMT
in its current form requires just the right amount of beam search errors, which, from a modeling
perspective, is a highly unsatisfactory conclusion indeed, as the model often prefers an empty
translation”.

6.6 Probably Wrong Hypotheses for Why kNN-LMWorks

The results in the previous sections are the result of extensive analysis and experimentation, in
which we also tested a number of hypotheses that did not turn out to have a significant effect.
Additional details of these hypotheses are detailed in the following sections, and we hope that
they may provide ideas for future improvements of retrieval-based LMs.

Ensemble of Distance MetricsWe hypothesized that the ensemble of two distance metrics:
the standard inner product distance (which the LM uses) and the L2 distance (which the kNN
component uses), is the key to the improvement. However, we found that similar gains can be
achieved using the inner-product metric for the retrieved kNN (§ 6.6.1).

Ensembling of Two Models We hypothesized that the kNN component merely provides
another model for ensembling. The improvement from kNN-LM is purely due to the ensembling
effect of simply different models. However, we found that kNN-LM’s improvement is orthogonal
to ensembling with a different base LM (§ 6.6.5).

Sparsification The mask-to-k(⋅) used by kNN retrieval induces sparsity in the distribution
over the vocabulary, due to a small k (typically 1024) compared to the size of the vocabulary
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V (33K in our experiments and 260K in the original setting). We hypothesized that kNN-LM
increases the probability of the top-k entries while taking “probability mass” from the long tail
of unlikely word types. However, we could not gain any benefits solely from sparsifying the
output probability of a standard LM and interpolating it with the original LM (§ 6.6.2).

Stolen Probabilities The stolen probabilities effect [84] refers to the situation where the
output embeddings of an LM are learned such that some words are geometrically placed inside

the convex hull that is formed by other word embeddings and can thus never be “selected” as
the argmax word. We hypothesized that kNN-LM solves the stolen probabilities problem by
allowing to assign the highest probability to any word, given a test context that is close enough
to that word’s datastore key. However, we found that none of the vectors in our embedding
matrix and in the original embedding matrix of Khandelwal et al. [201] is located in the convex
hull of the others, which is consistent with the findings of Grivas et al. [125] (§ 6.6.4).

MemorizationWe hypothesized that the kNN component simply provides memorization of
the training set. However, we could not improve a standard LM by interpolating its probability
with another standard LM that was further trained to overfit the training set (§ 6.6.6).

Soft Labels We hypothesized that kNN-LM’s improvement lies in reducing the “over-
correction” error when training with 1-hot labels, as hypothesized by Yang et al. [449], and that
retrieving neighbors is not important. If only “soft labels” are the key, we could hypothetically
improve the performance of another fresh LM with the same model architecture but trained
with the soft labels from the base LM, instead of from kNN-LM. This separates the effect of
“soft labeling” from the additional guidance provided by kNN. However, this did not help at all
(§ 6.6.7).

Optimizing Interpolated Loss We hypothesized that the standard LM cross-entropy
training loss does not emphasize the examples where base LM performs badly which could
benefit from kNN, and directly optimizing the interpolated loss of standard LM and a separate
trainable softmax layer could be a better alternative. However, we could not gain any benefits by
training an additional softmax layer together with a base LM using the interpolated loss (§ 6.6.8).

6.6.1 Distance Metric

We hypothesize that the key to kNN-LM’s performance gain is the ensemble of two distance
metrics: the standard dot product distance (which the LM uses) with the L2 distance (which the
kNN component uses as ⊗). We tried to replace the kNN component with a component that just
takes the tokens retrieved by the kNN search and returns their L2 distance to the LM output
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word embeddings: Wsm ⊗hds instead ofWds ⊗hds, where ⊗ represents the negative L2 distance.
We tried this with both variants of hds, attention layer output, and feedforward layer output.
None of these helped.

6.6.2 Sparsification

In Equation 6.2, mask-to-k(⋅) used by kNN retrieval induces sparsity in the distribution over
the vocabulary, due to a small k compared to the number of vocabulary V . We hypothesize
that the in kNN-LM, the kNN distribution is sparse, practically increasing the probability of
the top-k entries. The kNN distribution has up to 1024 entries that are non-zero, concentrating
more probability mass over the most likely tokens. This effect is similar to the redistribution of
probability mass for text generation in [162]. We test this hypothesis only by taking top 32, 64,
128, 512, or 1024 tokens in the parametric LM probability and zeroing out the probabilities of
the rest of the tokens. To compensate, we experiment with different softmax temperatures and
then interpolate with the parametric LM probability. This isolates the effect of the datastore
and retrieval at all, and this does not help at all, suggesting that sparsification of the output
probability alone is not enough.

Another attempt is to hypothesize that the key in kNN-LM is that it selects “which tokens to
include” in the kNN distribution, and not their distances. The intuition behind is that maybe the
selection of the top tokens according to the kNN search is better than that from the dot-product
distance between the language model’s output vector and all the vocabulary embeddings. We
perform experiments similar to the previous attempt, sparsifying the output probability with
the tokens retrieved by the kNN search (but ignoring the distances provided by the kNN search)
rather than the top k tokens of the LM, with and without removing duplicates. In the best case,
they manage to reduce the perplexity by 0.5 (whereas kNN-LM reduces by nearly 2).

6.6.3 Location within Context Window

Supposedly, words in the beginning of the “context window” of the transformer at test time
have less contextual information than words toward the end of context window.

We hypothesized that maybe the base LM performs worse in one of these (beginning vs. end
of the context window), and maybe kNN-LM provides a higher improvement in one of these.
We measured the per-token test perplexity with respect to the location of each token in the
context window. However, we did not find any significant correlation between the performance
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of the base LM and the location, and no significant correlation between the difference between
kNN-LM and the base LM and the location.

We also hypothesized that maybe the beginning of every Wikipedia article is more “pre-
dictable”, and the text becomes more difficult to predict as the article goes into details. However,
we also did not find any correlation with the location of the word within the document it appears
in.

6.6.4 Stolen Probabilities

The stolen probabilities effect [84] refers to the situation where the output embeddings of an
LM are learned such that some words are geometrically placed inside the convex hull that is
formed by other word embeddings. Since language models generate a score for every output
word by computing the dot product of a hidden state with all word embeddings, Demeter et al.
[84] prove that in such a case, it is impossible for words inside the convex hull to be predicted
as the LM’s most probable word (the “argmax”).

We hypothesized that kNN-LM solves the stolen probabilities problem by allowing to assign
the highest probability to any word, given a test hidden state that is close enough to that word’s
datastore key. Nevertheless, as shown by Grivas et al. [125], although this problem might happen
in small RNN-based language models, in modern transformers it rarely happens in practice.
Using the code of Grivas et al. [125], we checked the embeddings matrix of our model and of
the checkpoint provided by Khandelwal et al. [201]. Indeed, we found that in both models – no

word is un-argmaxable.

6.6.5 Are kNN-LM Just Ensembling?

Our hypothesis is that kNN component only provides another model for ensembling. The
interpolation process is basically an ensemble model. Technically it is unsurprising that kNN-
LM will have the benefit from ensembling, but we perform experiments to see how it compares
to other ensembling. We trained another language model with the same architecture as the base
LM we used throughout the experiments, with some variants having more than one embedding
vector for each word (similar to § 6.4.2). We interpolate the models with the original base LM,
and the results are shown in Table 6.5. We see that even just ensembling the base LM with
another identical model, but trained with a different random seed, provides a huge performance
boost, both on interpreted perplexity and on oracle perplexity.
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Prev. Layers hds Nds ⊗ +#params PPL Interp. Oracle

same - - - 0 21.750 - -
same att Big L2 Nds ×D ∞ 19.174 14.230
same att Big IP Nds ×D ∞ 19.095 14.077
same ffn Big L2 Nds ×D ∞ 20.734 15.594
same ffn Big IP Nds ×D ∞ 21.101 16.254
diff ffn 1x IP F + V ×D 21.569 18.941 14.980
diff ffn 2x IP F + 2V ×D 21.914 18.948 14.885
diff ffn 3x IP F + 3V ×D 22.206 18.981 14.853

Table 6.5: Performance comparison of kNN baselines and models with different size output
embeddings re-trained from scratch.

However, just because ensembling two LMs of the same architecture provides better per-
formance than interpolating the base LM with kNN does not necessarily suggest that kNN’s
performance improvement can be fully replaced by model ensembling. In other words, we are
interested in whether the kNN performance improvements are orthogonal to that of model
ensembling. To test this, we compare the performance of the ensemble ofK multiple LMs versus
the ensemble ofK − 1 multiple LMs plus the kNN component. The comparison is fair because
we have the same number of models in the ensemble, and the only difference is whether the
kNN component is included. The results are shown in Figure 6.5. For the “LM” series, each point
isK LMs ensemble, and for the “kNN” series, each point isK − 1 LMs plus kNN. We see that
even at 4-ensemble, the ensemble that contain kNN as a component still have a considerable
edge over the 4-ensemble that contain just LMs.

6.6.6 Are kNN-LM Just Overfitting?

Since kNN-LM improves perplexity even with the same training dataset as datastore, we are
curious if kNN-LM works by only “memorizing” the training data. The hypothesis is that the
datastore and the kNN search are trying to memorize the training data. In other words, the
parametric LM is under-fitting some tokens. The intuition behind this is that the kNN component
retrieves examples directly from the training set. What if we could retrieve the same examples
using an overfitted LM? We took the trained LM, removed the dropout, and continued training
until almost perfect fit (very small training loss). We then interpolated the overfitted transformer
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Figure 6.5: Ensembling effect comparison, between multiple base LMs and multiple base LMs
plus kNN component.

Prev. Layers hds Nds ⊗ +#params PPL Interp. Oracle

Base LM same - - - 0 21.750 - -
kNN-LM same att Big L2 Nds ×D ∞ 19.174 14.230
kNN-LM same att Big IP Nds ×D ∞ 19.095 14.077
kNN-LM same ffn Big L2 Nds ×D ∞ 20.734 15.594
kNN-LM same ffn Big IP Nds ×D ∞ 21.101 16.254

Overfit@92 diff ffn V IP F + V ×D 1702.806 21.732 17.764
Overfit@129 diff ffn V IP F + V ×D 8966.508 21.733 17.814

Table 6.6: Performance comparison of several baselines with two overfitted models, at 92 and
129 additional epochs.

with the original LM. The results are shown in Table 6.6. F represents the number of parameters
in the base LM, minus the output embedding matrix. We see that overfitting can provide very
little help after interpolation. Looking at the oracle performance, we think that the overfitted
model memorizes some rare contexts and tokens in the training set where it could be useful
during evaluation. However, the overfitting hurts the performance on other tokens too much so
that even interpolation is not able to balance the performance.

6.6.7 Are kNN-LM Just Soft-Label Training?

[449] claims that using “soft labels” during training is the key to kNN’s success, that interpolates
the ground truth labels with kNN-LM model outputs, effectively “distilling” kNN-LM. It is based
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on the hypothesis that the room for kNN-LM’s improvement over base LM lies in the “over-
correction” when training with a 1-hot labels. This is related to the effect from label smoothing
methods [275, 322, 399]. However, we believe that this explanation is not satisfactory. If the key
is training with soft-labels, why do these soft labels must be provided specifically by a kNN
search? If soft labels were the key, then soft-label training where the labels come from the base
LM itself should have worked as well. To separate the effect of soft labeling from the kNN’s
additional guidance, we train another LM with the same model architecture as the base LM,
with the soft labels from the base LM. This teacher-student training is to distill the knowledge
from the base LM [159]. We find that by just training with “soft labels“ from the base LM to
alleviate the alleged “over-correction” problem is not the key, as this does not help with the
interpolated perplexity at all. This suggests that even with the same training data, kNN still
provides valuable additional guidance.

6.6.8 Are kNN-LM Just Training to Optimize Interpolated Loss?

In § 6.4.2, we discover that using over-parameterization with standard LM training loss does
not further close the gap towards kNN-LM. This suggests that some regularization term may
be needed during training to make the multiple embeddings not converge to the same vector,
rendering over-parameterization useless.

From Table 6.2, we see that a better interpolated perplexity may not require a very low
perplexity when measured only with the extra input representation. However, we still use a
standard LM loss to only train the additional embedding matrix, that directly minimizes the
perplexity using only the extra input representation. This discrepancy between training and
the evaluation with interpolation suggests that training with an alternative loss function that
interpolates the base LM’s output with the output using the extra input representation may be
beneficial.

To test the hypothesis that standard LM training loss do not emphasize the examples where
base LM performs badly, we train the extra model’s parameterWds, with interpolated loss L:

L = CrossEntropy(λsoftmax(Wds ⋅ hds) + (1 − λ)softmax(Wsm ⋅ hsm), y) (6.3)

y represents the ground truth label for each context. We only learn the parameterWds while
freezing all other parameters, similar to all other experiments. We choose λ = 0.25 as it is the
best hyper-parameter for kNN-LM experiments and our goal for this training is to mimic the
loss of kNN-LM after interpolation. This training loss effectively assigns a higher value to the
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training examples where the base LM’s loss is high, suggesting the need for the extra Wds to
help with these hard cases. However, for either “att” for “ffn” for hds, either V or 3V for the
number of embeddings inWds, we are unable to achieve a better perplexity than just the base
LM. This suggests that, while nice on paper, the interpolated loss optimization process is not
trivial.

6.7 Conclusion

In this paper, we investigate why kNN-LM improves perplexity, even when retrieving examples
from the same training data that the base LM was trained on. By proposing and testing various
hypotheses and performing extensive ablation studies, we find that the key to kNN-LM’s success
is threefold: (1) Ensembling different input representations – the feedforward layer output
and the attention layer output – can recover 55% of the performance, even without retrieval.
(2) One of the most unexpected discoveries is that using approximate nearest neighbor search
allows kNN-LMs to generalize better than exact nearest neighbor search, possibly due to a
regularization effect. (3) Tuning the softmax temperature for the kNN distribution is crucial
to adjust the standard LM output distribution with the distribution created by the retrieved
neighbors’ distances. These findings are orthogonal to Drozdov et al. [95] where they discovered
kNN-LM works especially well when there is a large n-gram overlap between the training and
the test set.

We performed extensive experiments which ruled out other hypotheses as to why kNN-LMs
work, such as over-parameterization, sparsification, overfitting, ensembling of distance metrics,
etc. We believe that this work unlocks a variety of exciting research directions for efficient
kNN-LM alternatives in addition to existing improvement models [493]. For example, exploring
methods that replace the kNN component with trainable parameters and achieve comparable
results without the latency burden of kNN-LM.

6.8 Appendix

6.8.1 kNN-LM Generalization to Other LMs

To test the generalizability of kNN-LM, we follow the same experimental setup as used in § 6.3.
We select several pretrained models from the GPT2 family [339] of various parameter counts,
plus a distilled version of GPT2, DistillGPT2. [369] We take the pretrained model checkpoint,
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#params Base LM PPL kNN-LM PPL Absolute PPL Gain

Ours 268M 21.75 19.17 2.58

Distilled-GPT2 82M 18.25 14.84 3.41
GPT2-small 117M 14.84 12.55 2.29

GPT2-medium 345M 11.55 10.37 1.18
GPT2-large 774M 10.56 9.76 0.80

Table 6.7: Performance of kNN-LM applied to other pretrained language models of different
sizes.

build the datastore and evaluate on the Wikitext-103 dataset splits. The results are shown
in Table 6.7. We see that kNN-LMs has good generalizability on other models. It improves the
perplexity of all the base LMs tested. However, the larger the model is, and usually the better
the base LM’s perplexity is, the less gain can be achieved from adding kNN. Note that our model
is trained from scratch on Wikitext-103 dataset and thus even with a relatively large model size,
the perplexity and perplexity gain from adding kNN is still less than models with pretraining.
Without loss of generalizability, we will use our own trained-from-scratch model as the base
LM in the following sections for ablation study.

6.8.2 Alternative Methods for Increasing Softmax Capacity

Adaptive Increasing Embedding Size

We hypothesize that different word types have different difficulties for the language model
to predict. For those words that appear very frequently, they may appear in many different
contexts. As a result, instead of adding equal number of additional embeddings to each word
type, we propose to adaptively increase the number of embeddings for word types based on word
frequency, or total training loss for the word. Based on the intuition of Zipf’s law [75], we assign
1 + logb fv for each word type v ∈ V , based on either the frequency or the total training loss of
the word, fv . The b is a hyperparameter that could be tuned. To ensure fair comparison, we tune
b so that for each experiment the total number of embeddings matches: ∑v∈V 1 + logb fv = nV .
The results are shown in Table 6.8. We see that although nice on paper, given the same number
of total embeddings, adaptively increasing the number of embeddings assigned for each word
type does not make a significant difference in the final perplexity, when compared with the
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models that use equal number of embeddings for each word type.

hds Nds ⊗ +#params PPL Interp. Oracle

Base LM - - - 0 21.750 - -
KNN att Big L2 Nds ×D ∞ 19.174 14.230
KNN att Big IP Nds ×D ∞ 19.095 14.077

Equal Per Word att 3x IP 3V ×D 22.434 20.395 17.132
Loss Weighted att 3x IP 3V ×D 21.948 20.440 17.303
Freq. Weighted att 3x IP 3V ×D 22.507 20.387 17.105

KNN ffn Big L2 Nds ×D ∞ 20.734 15.594
KNN ffn Big IP Nds ×D ∞ 21.101 16.254

Equal Per Word ffn 3x IP 3V ×D 20.829 20.603 18.717
Loss Weighted ffn 3x IP 3V ×D 20.764 20.659 18.978
Freq. Weighted ffn 3x IP 3V ×D 20.757 20.572 18.782

Table 6.8: Performance comparison of kNN baselines and several configurations that adaptively
increase the embedding size with training loss or word frequency.

Mixture of Softmaxes

[446] proposes a solution to the problem using a Mixture of Softmax (MoS) to produce more
linearly independent probability distributions of words given different contexts. Suppose that
there are a total of R mixture components. MoS first uses R linear layers with weight wr to
transform the current query context vector hds intowrhds. With a shared word embeddingmatrix
Wsm, we calculate each softmax component’s probability distribution with softmax(Wsm ⋅wrhds).
The mixture distribution is then given by:

PMoS =
R

∑
r

πr,hds
softmax(Wsm ⋅wrhds) (6.4)

The priorweights are calculated using another linear layerwithweightwπ , as πr,hds
= softmax(wπhds).

The softmax ensures that ∑R
r πr,hds

= 1. Comparing the MoS with the first term in Equation 6.2,
Msoftmax(mask-to-k(Wds ⊗ hds)), we see that there are some connections between the two.
MoS eliminates the mask-to-k(⋅) operation, and replaces the single softmax across a very large
vector (size of datastore), into multiple smaller softmaxes, each across only a vector of the size
of vocabulary. As a result, the huge Wds is replaced by several linear layers to project the word
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embedding matrix. Now the first term becomes:

M(⊕R
r softmax(Wsm ⋅wrhds)) (6.5)

Mir = πr,hds
,∀i ≤ V (6.6)

where ⊕ represents the vector concatenation operation, and the aggregation matrix M now
contains the mixture weights for each softmax being concatenated. We perform experiments
with a varying number of mixtures (R), different definitions hds, and whether to finetune the
output word embeddingsWsm. We allow finetuning the word embedding when we use attention
layer output as context vector, since the word embedding matrix is trained with feedforward
layer output originally. The results for this formulation are shown in Table 6.9. MoS models on its
own increase the performance of the language model marginally. When compared with Table 6.3,
we find that these models are worse than those that simply increases the number of embeddings.
This is expected because MoS has fewer added parameters compared to those, as it only requires
several additional linear projection layers for the embeddings.

hds R ⊗ +#params PPL Interp. Oracle

Base LM - - - 0 21.750 - -
KNN att - L2 Nds ×D ∞ 19.174 14.230
KNN att - IP Nds ×D ∞ 19.095 14.077
KNN ffn - L2 Nds ×D ∞ 20.734 15.594
KNN ffn - IP Nds ×D ∞ 21.101 16.254

Ft. MoS+embed att 2 IP V D + 2D2 + 2D 21.986 20.720 17.573
Ft. MoS+embed att 3 IP V D + 3D2 + 3D 22.106 20.779 17.609
Ft. MoS Only att 2 IP 2D2 + 2D 22.552 21.011 17.796
Ft. MoS Only att 3 IP 3D2 + 3D 22.573 21.024 17.812
Ft. MoS Only ffn 2 IP 2D2 + 2D 21.351 21.338 20.258
Ft. MoS Only ffn 3 IP 3D2 + 3D 21.495 21.460 20.322
Ft. MoS Only ffn 4 IP 4D2 + 4D 21.321 21.321 20.396
Ft. MoS Only ffn 5 IP 5D2 + 5D 21.371 21.367 20.406

Table 6.9: Performance comparison of kNN baselines and several MoS configurations. R is the
number of mixtures.
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Clustering Datastore

Opposite to training the word embeddings of an increased size, we also consider ways to
compress the datastore down to a similar-sized embedding matrix for softmax computation. The
intuition is that the datastore contains redundant context vectors, and thus compression could
make the datastore smaller without sacrificing too much performance gain. [148] shows that
we can safely compress the datastore by clustering to 50% of the original size without losing
performance. We test this idea further by clustering the entire datastore into a size that could fit
in GPU memory (e.g. 2V , 3V ) and thus could be easily finetuned further and use the resulting
centroids to replaceWds. Within each cluster, there will be a distribution of different words with
contexts, and we use the frequency of words within each cluster to calculate the aggregation
matrixM in Equation 6.2. This would have the added benefit of “multi-sense” embedding, which
allows similar meanings to be clustered to form a new “meta word” while the same word with
different meanings would form different “meta words”. A notable example is bank, shore, and
financial institution. However, this does not work, mostly because of the high compression loss
after clustering and the imbalanced distribution of word types among each cluster.

6.8.3 Which Words Benefit from Approximation?

To further understand the unexpected results when using the different kNN approximate retrieval
settings in § 6.5.1 and § 6.5.2, we analyze on a token level, based on how many times each ground
truth token’s probability in the evaluation set are helped by each kNN setting. It means that for
each ground truth token in the evaluation, we count the times when the kNN distribution is
higher than the base LM distribution PLM , i.e., PkNN > PLM .

Since we found previously that approximate kNN provides an additional performance boost
compared to ground truth kNN, we thus compare “real mask, real score” versus “FAISS mask, real
score” in this analysis. To prevent outliers, we filter out words with less than 10 occurrences in
the evaluation set. For each setting, we calculate the percentage of occurrences in the evaluation
set where each token in the vocabulary where the kNN module achieves a better probability
than base LM. We then plot the absolute difference between the percentages of the two settings,
with respect to various possible attributes of the token that achieves better probability using
each setting.

Figure 6.6 shows that the longer the token is, which usually suggests proper nouns and
harder and less common words in English, are better with approximate neighbors than ground
truth ones, and vice versa. We hypothesize that this is due to longer words are more prone to
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Figure 6.6: The effect of the token character length on how much accurate nearest neighbors are
better than approximate FAISS neighbors. Negative values mean worse. The trend line of the
scatter points is shown.

overfitting in kNN-LM and thus using approximate kNN provides an effect similar to smoothing
and regularization.

We also compare words that could appear in more diverse contexts with words that co-occur
with few distinct contexts. To measure how diverse the contexts of each word in the vocabulary
is, we calculate both the forward and backward bigram entropy for each word in the evaluation
set that has more than 10 occurrences. The bigram entropy is a simple yet good indicator of
context diversity for a given word, as used in Kneser–Ney smoothing [298]. We calculate both
the forward and backward bigram entropy for each word w as follows, where wafter and wbefore

represent the word after and before the given word w.

Hforward(w) = − ∑
wafter

p(wafter∣w) log p(wafter∣w) (6.7)

Hbackward(w) = − ∑
wbefore

p(wbefore∣w) log p(wbefore∣w) (6.8)

Forward and backward entropy represents how diverse the context after and before the given
word is. Intuitively, bigram entropy is supposed to indicate words that can appear in lots of
different contexts. The higher the entropy of a word, the more diverse its context is, and vice
versa. For example, words like “Francisco” would have a low entropy because it mostly comes
after “San”.

The comparison is shown in Figure 6.7. We see that the higher the entropy in both forward
and backward cases, the better using approximate nearest neighbor search becomes. This
suggests that words that appear in many different contexts are better off with an approximate
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Figure 6.7: The effect of the forward and backward entropy of words on how accurate nearest
neighbors are better than approximate FAISS neighbors. Negative values mean worse. The trend
line of the scatter points are shown.

kNN, and “easy-to-predict” examples such as “Jersey” and “Fransisco” is better with accurate
kNN, possibly because these examples are less prone to overfitting errors and thus requires less
regularization from approximation.
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Chapter 7

DocPrompting: Generating Code by
Retrieving the Docs

Publicly available source-code libraries are continuously growing and changing. This makes it
impossible for models of code to keep current with all available APIs by simply training these
models on existing code repositories. Thus, existing models inherently cannot generalize to using
unseen functions and libraries, because these would never appear in their training data. In
contrast, when human programmers use functions and libraries for the first time, they frequently
refer to textual resources such as code manuals and documentation, to explore and understand
the available functionality. Inspired by this observation, we introduce DocPrompting: a natural-
language-to-code generation approach that explicitly leverages code documentation by (1)
retrieving the relevant documentation pieces given a natural language (NL) intent, and (2)
generating code based on the NL intent and the retrieved documentation. DocPrompting is
general: it can be applied to any programming language, and is agnostic to the underlying
neural model. We demonstrate that DocPrompting consistently improves NL-to-code models:
DocPrompting improves strong base models such as CodeT5 by 2.85% in pass@1 (52% relative
gain) and 4.39% in pass@10 (30% relative gain) in execution-based evaluation on the popular
Python CoNaLa benchmark; on a new Bash dataset tldr, DocPrompting improves CodeT5
and GPT-Neo-1.3B by up to absolute 6.9% exact match. Data and code are available at https:
//github.com/shuyanzhou/docprompting.
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7.1 Introduction

We address the task of natural language to code generation (NL→code): generating a code
snippet, written in a general-purpose programming language such as Python or Bash, given
a natural language intent. This task has seen sharply growing popularity recently due to the
emergence of large language models trained on vast amounts of natural language and code
[65, 110, 440]. NL→code models facilitate programming for both professional and inexperienced
programmers, by allowing programmers to write code by only expressing their higher-level
intent.

Many existing code generation models either learn directly from input-output pairs provided
as training data [11, 13, 53, 173, 423, 439, 463], or learn the mapping between input and output
implicitly from naturally occurring corpora of intertwined natural language and code [24, 300].

Nevertheless, all these works assume that all libraries and function calls were seen in the

training data; and that at test time, the trained model will need to generate only seen libraries
and function calls. However, new functions and libraries are introduced all the time, and even a
seen function call can have unseen arguments. Thus, these existing models inherently cannot
generalize to generate such unseen usages.

In contrast to these existing models, human programmers frequently refer to manuals and
documentation when writing code [229, 304]. This allows humans to easily use functions and
libraries they have never seen nor used before. Inspired by this ability, we propose DocPrompt-
ing: a code generation approach that learns to retrieve code documentation before generating
the code. An overview of our approach is illustrated in Figure 7.1: First, a document retriever uses
the NL intent n⃝ to retrieve relevant code documentation { d1⃝, d2⃝, d3⃝} from a documentation
pool D⃝. Then, a code generator uses these docs in its prompt to generate the corresponding
code c⃝. The documentation pool serves as an external data store that can be updated frequently
with new contents (e.g., documentation of newly released libraries), without re-training any
model component. This way, DocPrompting can leverage newly added documentation, and
it can generate code containing unseen and unused functions and libraries. DocPrompting is
general and applicable to any programming language and underlying base architecture. To the
best of our knowledge, this is the first demonstration of leveraging documentation in models of
code explicitly and effectively.

We demonstrate the effectiveness of DocPrompting on two NL→code benchmarks and tasks,
across two programming languages, and using several base models: GPT-Neo [39], T5 [343],
CodeT5 [423], Fusion-in-Decoder [175]), and Codex [65]. Further, we experiment with both
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Generate HTML with python 
syntax highlighting for 
“print(‘reading docs’)”

Re!iever Genera"r

!

n c

d1

d2

d3Pygment is a generic syntax highlighter

A lexer splits the source into tokens, fragments … 
 
class PythonLexer 
For Python source code

A formatter takes the token stream and writes it 
to an output file … 
 
class HtmlFormatter 
Format tokens as HTML 4 <span> tags with …

from pygments import *
code = ‘print(“reading docs”)’
s = highlight(code, PythonLexer(),
              HtmlFormatter())

Figure 7.1: DocPrompting: given an NL intent n⃝, the retriever retrieves a set of relevant
documentation { d1⃝, d2⃝, d3⃝} from a documentation pool D⃝. Then, the generator generates the
code c⃝ based on the NL and retrieved docs. DocPrompting allows the model to generalize to
previously unseen usages by reading those docs. Italic blue highlights the shared tokens between
NL and docs; Bold shows shared tokens between docs and the code snippet.

sparse retrievers such as BM25 [357] and dense retrieval models such as SimCSE [115]. Finally,
we introduce two new benchmarks for retrieval-based code generation: (a) in Bash, we curate a
new benchmark by crawling the tldr repository, and constructing the training/development/test
splits without overlapping commands; (b) in Python, we re-split the popular CoNaLa benchmark
[468] by making every test example contain at least one Python function that is not seen in the
training data. Models that use DocPrompting consistently outperform their base models that
generate code solely based on the NL intents. UsingDocPrompting improves strong base models
such as CodeT5 by 2.85% in pass@1 (52% relative gain) and 4.39% in pass@10 (30% relative gain)
in execution-based evaluation in CoNaLa; on the new tldr dataset, DocPrompting improves
CodeT5 and GPT-Neo-1.3B by up to absolute 6.9% exact match. We release our new benchmarks,
including annotation of oracle documents for each example and pools of documentation, to
serve as a test-bed for future retrieval-based code generation models.

7.2 Code Generation by Reading the Docs

Our underlying assumption is that code documentation is the most exhaustive yet succinct
resource for most libraries and programming languages [360], and that documentation allows
to effectively generalize to unseen libraries and functions [107]. We follow the retrieve-then-
generate paradigm [136, 231], focusing on retrieving documentation. In this section, we describe
the general approach of DocPrompting; in §7.3 and §7.6.2, we elaborate and experiment with
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practical implementations of DocPrompting.
Formulation Given NL intent n, our goal is to generate a corresponding code snippet c written
in some programming language (PL) such as Python. We assume that a model has access to
a collection of code documentation D. Each document di ∈ D describes the usage of a library,
a function, or an argument in that PL. The construction of D is flexible: it can either be a
comprehensive set of all available libraries and functions in a PL, or a customized subset for the
scope of a specific project.

7.2.1 Background: Retrieval-Conditioned Generation

Although a model may use the entire collection of documents D, only a few documents in D are
relevant for any particular intent. Further, it is usually computationally infeasible to directly
condition on the entire, unbounded, collection of documents while making predictions. Thus,
we first let the model select a subset of documents Dn = {d1, d2, .., dk} ⊆ D that are potentially
relevant given n, and refer to this subset while generating c.

Overall, we decompose the probability of generating c into the probability of choosing
a particular subset of documents P (Dn ∣ D, n), and the probability of generating the code
conditioned on the intent and the selected documents P (c ∣ Dn, n); finally, we marginalizing
over all Dn ⊆ D:

P (c ∣ D, n) = ∑Dn⊆D
P (c ∣ Dn, n) ⋅ P (Dn ∣ D, n) (7.1)

assuming that c is independent of D given Dn (that is, (c á D ∣ Dn)). Since enumerating all pos-
sible subsets Dn is computationally infeasible, we follow the common practice and approximate
the marginalization over Dn in Equation (7.1) by taking the most probable subset of retrieved
documents D̂n, and then conditioning the prediction of c on these most likely documents:

D̂n ∶= argmaxDn⊆D
P (Dn ∣ D, n) P (c ∣ D, n) ≈ P (c ∣ D̂n, n) ⋅ P (D̂n ∣ D, n) (7.2)

7.2.2 DocPrompting: Generating Code by Retrieving the Docs

Equation 7.2 implies that DocPrompting relies of two main components: A retriever R retrieves
relevant documents D̂n given the intent n; and a generator G generates the code snippet c
conditioned on the retrieved documents D̂n and the intent n, which compose a new prompt.
Specifically, R computes a similarity score s (di, n) between a intent n and every document
di ∈ D. Thus, the subset D̂n ⊆ D is the top-k documents with the highest similarity scores:
D̂n = top-kdi∈D (s (di, n)).
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An overview of our approach is illustrated in Figure 7.1: given the intent Generate HTML

with python syntax highlighting for “print(’reading docs’)”, the retriever R retrieves three rele-
vant documents: d1 describes the syntax highlighting library pygments, d2 describes the class
PythonLexer, and d3 describes the HtmlFormatter class. Given these docs and the intent, the
generator G generates the code snippet c, which uses PythonLexer and HtmlFormatter from
the pygment library.

7.3 Practical Instantiations of DocPrompting

DocPrompting is a general approach that is not bound to any specific model choices, and it
can be instantiated with any base retriever and generator. This section presents the concrete
instantiations of R and G that we found to provide the best performance in our experiments.

7.3.1 Retriever Instantiation

We experiment with two main types of retrievers: sparse retrievers and dense retrievers. As our
sparse retriever, we use Elasticsearch1 with the standard BM25 [357]. This retriever represents
documents using sparse features that rely on word frequencies, such as BM25 and TF-IDF.

As our dense retriever, we follow prior work [66, 115, 194]: given a triplet (n, c,D∗n), where
D∗n are the oracle docs for n, each d+i ∈ D

∗
n and n form a positive pair (n, d+i ), while each d−j ∉ D

∗
n

and n form a negative pair (ni, d−j ). We train the retriever in a contrastive fashion where the
similarity score of a positive pair is maximized while that of in-batch negative pairs is minimized.
For a pair (ni, d+i ), the loss function is defined as:

L
r
= − log

exp (sim(hn,hd+i
))

exp (sim(hn,hd+i
)) +∑d−j ∈B/D

∗
n
exp (sim(hn,hd−j

))
(7.3)

where hx is the representation of x computed by a neural encoder, and B are positive docs for
other examples in the batch. We define sim(hx,hy) as the cosine similarity between hx and hy .

We use all (ni, d+i ) in the training set as our supervised training dataset. Additionally, we
use all sentences in the documentation pool for weak supervision: Following Chen et al. [66]
and Gao et al. [115], representations of the same sentence with different dropout masks are
treated as a positive example. Instead of using either supervised or weakly supervised training
as in Gao et al. [115], we simply mix the two resulting supervision signals, and examples

1https://github.com/elastic/elasticsearch
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are randomly distributed into batches. This mixture of tasks not only facilitates the learning
process (§7.6.2), but also reduces the engineering effort required to store and reload models
for separate supervised and unsupervised training phases. We initialize the retriever encoder
with either the best model of Gao et al. [115] or the encoder of CodeT5-base [423]. Additional
training details are provided in Appendix 7.9.3

7.3.2 Generator Instantiation

We experimented with a variety of generator models. We used GPT-Neo-125M, GPT-Neo-
1.3B [39] and Codex [65], where we concatenate the retrieved documents and the NL intent
as a single, long, prompt. T5-base [342] and CodeT5-base [423] have a shorter input size of
512 tokens, which is sometimes too short for the concatenation of multiple docs. Thus, for
T5 and CodeT5 we apply the fusion-in-decoder approach [FiD; 175]: we first concatenate the
intent n with each retrieved di ∈ D̂n and encode each (n, di) pair independently. Then, the
decoder attends to all encoded NL-document pairs. We finetune the generator to maximize the
log-likelihood of the reference code c given n and D̂n.

With Codex [65], we performed few-shot learning rather than finetuning because the model
parameters are not publicly available. We constructed the prompt with three static examples,
each of which is a concatenation of retrieved documentation, an NL intent and the reference code
snippet. We then appended the test example and its retrieved documentation to the few-shot
examples. We used the code-davinci-001 version because we suspect potential leakage of the test
set into the training set of code-davinci-002. See more details in Appendix 7.9.8. Training details,
hyper-parameter settings and example prompts can be found in Appendices 7.9.5 and 7.9.4.

7.4 Experimental Setup

We evaluateDocPrompting on two NL→code tasks: shell scripting (§7.4.1), in which we generate
complex shell commands given an intent, and Python programming (§7.4.2), where we generate
answers in Python for NL questions. In this section, we first introduce a newly curated benchmark
tldr; we then describe our re-split of the popular CoNaLa benchmark [468]. For each benchmark,
we provide a global documentation pool D that is shared for all examples and oracle documents
D∗n which we use to train the retriever. We release our newly curated benchmarks to serve as
test-bed for future retrieval-based code generation models.
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Figure 7.2: An example NL-code pair from tldr, along with three oracle documentation items.

7.4.1 Shell Scripting

tldr is a community-driven project that maintains easily-readable help pages with examples for
over 2.5k Bash commands in over 25 natural languages2. We collected pairs of English intents and
Bash command lines. The NL intents are written by human users, and the Bash commands range
from popular ones like cat and tar, to uncommon commands such as toilet and faketime.
Our resulting tldr benchmark contains 1,879 unique Bash commands and 9,187 NL→Bash pairs.
We constructed the training, development and the test set with completely disjoint commands

to test the generalizability of a code generation model. The shared documentation pool D is
made up of the 400k paragraphs from the 1,879 Bash manuals. Each paragraph describes a single
concept such as an argument flag. We further curated the oracle documentsD∗n for each example
using simple string matching. An example from tldr is shown in Figure 7.2. To the best of our
knowledge, this is the first work to leverage tldr as an NL→code benchmark. Detailed statistics
and additional details are provided in Appendix 7.9.1. In tldr, each NL intent results in a single
Bash command with a combination of argument flags. We therefore first retrieve an entire Bash
manual; then, we take the top manual and retrieve the top-10 paragraphs from that manual.

Evaluation metrics We measure: (1) command name accuracy (CMD Acc) – whether the
command name (e.g., cat) is an exact match; (2) exact match (EM) – exact match between
the reference and the generation; (3) token-level F1; and (4) character-level BLEU [charBLEU;
249, 377]. In all metrics, we disregard user-specific variable names in the references and the
models outputs. For example, “mycli -u [user] -h [host] [database]” is evaluated as
“mycli -u $1 -h $2 $3”.

2https://github.com/tldr-pages/tldr
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7.4.2 Python Programming

CoNaLa [468] is a popular benchmark for NL→Python generation. NL intents are StackOverflow
questions, and code snippets are their answers. Both intents and code snippets are rewritten
by human annotators. We re-split the dataset to test models’ generalization to unseen Python
functions. In our re-split, we verifed that every example in the development or the test set uses at
least one Python function (e.g., plt.plot) that was not seen in the training data. In addition, we
make sure that the examples from the same StackOverflow posts are in the same set to prevent
leakage. This re-split results in 2,135/201/543 examples in the training/development/test sets,
respectively.

The CoNaLa documentation pool D contains 35,763 documents, each describing a single
function, from all Python libraries available on DevDocs (https://devdocs.io). These include
built-in libraries and other popular libraries such as numpy. We constructed the oracle docs D∗n
for each example by matching all function names in the target code c with docs. More details in
Appendix 7.9.2.

Evaluation metrics We follow Yin et al. [468] and measure BLEU-4. Since we focus on
generalization to unseen functions, we additionally report function name recall (recall) and
unseen function recall (recallunseen), whichmeasures recall among function calls that do not appear
in the training set. Finally, following Austin et al. [24], Chen et al. [65], we used the manually
written unit tests from Wang et al. [425] for 100 examples from CoNaLa’s test set and measure
pass@k. We followed Chen et al. [65] and performed nucleus sampling [162] with p = 0.95. For
each k, we searched for the best temperature for each model from {0.2,0.4,0.6,0.8,1.0}. On
average, each example has 2.03 tests. The concatenation of multiple Python docs often exceeded
the length limit of GPT-Neo, we hence experimented in this dataset with FiD, which allows
longer inputs. Additional details are provided in Appendix 7.9.2.

7.5 Results

In all following results, all models with DocPrompting use the top-10 retrieved docs from
the best retriever on that dataset (Table 7.4). Every baseline uses the exact same setup as its
“+DocPrompting” version, except for not using the documentation.
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Table 7.1: Results on shell scripting, using a BM25 retriever with top-10 retrieved docs, on the
test set of tldr. For the “oracle command name” experiments, we selected the best model of
each type.

Model CMD Acc (%) EM (%) Token F1 charBLEU

GPT-Neo-125M
- 11.96 1.94 28.75 19.99

+DocPrompting 25.32 3.56 31.23 24.43

GPT-Neo-1.3B
- 14.55 3.12 32.46 24.70

+DocPrompting 27.59 9.05 37.24 30.57

T5
- 10.02 0.76 19.90 25.48

+DocPrompting 30.28 9.16 37.58 31.97

CodeT5
- 14.60 2.18 30.00 21.50

+DocPrompting 30.72 9.15 36.71 33.83

Codex 3-shots
- 27.48 8.94 36.04 16.94

+DocPrompting 31.21 9.29 36.77 23.72

With the oracle command name

T5
- - 12.96 59.36 45.05

+DocPrompting - 22.55 64.84 54.28

Codex 3-shots
- - 22.44 62.26 50.29

+DocPrompting - 32.43 69.73 55.21

7.5.1 Shell Scripting Results

Results for tldr are shown in Table 7.1. DocPrompting consistently improves the base models.
For example, T5+DocPrompting achieves more than twice higher accuracy in predicting the
command name, more than 16 charBLEU points on the entire prediction, and almost 9% of
absolute exact match gain, compared to the vanilla T5. In the few-shot learning setting with
Codex, DocPrompting brings gains of 6.7 charBLEU points, and consistent improvement across
all metrics over the baseline that observes only NL-code pairs in its prompt. These results show
that retrieving documentation also benefits strong models such as Codex, and with only few
examples in the context.
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Table 7.2: Comparison to approaches that retrieve examples [318, 319]

.

Model CMD Acc (%) EM (%) Token F1 charBLEU

GPT-Neo-125M
+ExPrompting 6.68 0.32 20.49 11.15
+DocPrompting 25.32 3.56 31.23 24.43

GPT-Neo-1.3B
+ExPrompting 14.01 2.8 30.07 22.11
+DocPrompting 27.59 9.05 37.24 30.57

Code generation with oracle command names In realistic settings, a human programmer
may know the command name they need to use (e.g., awk), but not know the exact usage and
flags. In fact, better understanding of the usage of known commands is the purpose of Unix
man pages and the tldr project. We conducted an oracle experiment where we provided T5
(which was the strongest model using DocPrompting) and Codex with the oracle command
name (e.g., awk). This oracle information is provided to both the baseline and the model that
uses DocPrompting. The results are shown on the bottom part of Table 7.1. When the oracle
command is given, DocPrompting further improves over the base models. For example, when
providing Codex with the ground truth command name, DocPrompting improves its exact
match from 22.44% to 32.43%.

Should we retrieve documentation or examples? All existing retrieval-based models of code
retrieve NL-code pairs or code snippets, rather than documentation. To simulate this scenario,
we followed Parvez et al. [318] and Pasupat et al. [319] to retrieve NL-code pairs from the
training set of tldr, and refer to this baseline as ExPrompting. We finetuned the best retriever
RoBERTa and two generators, and retrieved the top-30 NL-code pairs for every example. As
shown in Table 7.2, retrieving documentation (DocPrompting) provides much higher gains than
retrieving examples (ExPrompting). Theoretically, adding examples of unseen commands can
help ExPrompting generalize to them as well. However, new libraries and functions may not
have available examples on the web yet, while documentation often does becomes available
when the library is released.
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Table 7.3: Results on CoNaLa, using a CodeT5 retriever with top-10 retrieved docs. Function
recall (Recall) measures how many functions in the reference code are correctly predicted, and
unseen function recall (Recallunseen) only considers the subset held out from the training data.

Model BLEU Recall Recallunseen

Codex 3-shots
- 43.16 39.52 -

+ DocPrompting 43.47 39.87 -

+ DocPrompting oracle docs 50.59 57.84 -

T5
- 28.07 14.36 2.57

+ DocPrompting 30.04 21.34 8.24

CodeT5
- 34.57 24.24 9.03

+ DocPrompting 36.22 27.80 18.30

+ DocPrompting oracle docs 49.04 72.20 63.91

7.5.2 Python Programming Results

Table 7.3 shows the results on CoNaLa. CodeT5+DocPrompting yields a 1.65 BLEU improvement
over the state-of-the-art baseline that was initialized with CodeT5.3 When measuring the recall
of the generated function names, the benefit of DocPrompting is especially higher for unseen
functions (recallunseen). For example, DocPrompting achieves 18.30 compared to only 9.03 of the
base CodeT5 in unseen functions. Additionally, DocPrompting improves in-context learning
setting with Codex. We hypothesis that the minor gain is mainly due to the potential data
leakage of Codex, which violates the split of seen and unseen functions. Another reason is
that a strong generator such as Codex may require an equally strong retriever as well. We find
that Codex can achieve even higher results with an oracle retriever, which shows the potential
further improvement by improving the retrievers. Finally, CodeT5 performs better than T5,
with and without using DocPrompting. This emphasizes the importance of using code-specific
pretrained models.
Execution-based evaluation The results are shown in Figure 7.3. Using DocPrompting consis-
tently outperforms the baseline CodeT5 for all values of pass@k. For example, DocPrompting
yields 2.85% improvement on pass@1 and 4.45% improvement on pass@5, which are realistic

3In a separate experiment on the original split of CoNaLa, this baseline achieved a BLEU score of 39.12, which
outperforms the previous state-of-the-art [32] by 4.92 BLEU points.
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numbers of completions that can be suggested in an IDE. When k = 200, DocPrompting widens
the gap to 8.38%. These results demonstrate that DocPrompting does not only improve the
quality of the generated code in its surface form, but also increase its functional correctness.
Additional details and results are provided in Appendix 7.9.7.

7.6 Analysis

7.6.1 Why does reading the documentation help generating more accu-

rate code?

We believe that one of the major reasons is that documentation eases the mapping between NL

intents and code, since the documentation contains both NL descriptions and function signatures.
We calculated the n-gram overlap between the NL intents and their corresponding code snippets
(NL←→code), and the overlap between the NL intents with their top-10 retrieved documents
and their code snippets ((NL+docs)←→code). As shown in Figure 7.4, adding documentation
significantly increases the overlap across n-grams, and increase, for example, the unigram
overlap from 12% to 24% in tldr. That is, one of the reasons that retrieving documentation helps
generating accurate code is that documentation bridges the gap between the “intent terminology”
and the “code terminology”.
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Table 7.4: Retrieval performance of multiple models on the dev set of tldr (top) and CoNaLa (bot-
tom). RoBERTa is the best model taken from from Gao et al. [115], and CodeT5 is the encoder
of CodeT5-base [423]. Models with the subscript “off-shelf” are the off-the-shelf models, and
the other models were finetuned with the objective in Equation 7.3. The last column is the best
model (RoBERTa for tldr and CodeT5 for CoNaLa) trained without the weak supervision corpus.

n BM25 RoBERTaoff-shelf RoBERTa CodeT5off-shelf CodeT5 Best w/o weak sup.

tldr

1 32.81 17.53 30.03 10.45 18.10 28.30
5 51.73 37.89 52.50 20.26 38.52 50.50
10 59.86 46.80 60.33 25.73 51.03 59.84
20 62.01 56.11 64.30 33.65 57.26 62.30

CoNaLa

1 3.01 4.46 13.49 4.60 16.54 10.51
5 7.16 7.58 26.38 8.63 42.35 21.15
10 9.73 10.93 34.86 12.25 55.81 29.34
20 11.46 13.89 45.46 18.46 66.79 42.21

7.6.2 Ablation Study

We compared different configurations of the retriever, to gather more insights for effective
DocPrompting. Table 7.4 shows a comparison between different retrievers and their setups.
First, the performance of BM25 varies among datasets: In tldr, BM25 matches the recall of
trained dense retrievers; however in CoNaLa, BM25 achieves only recall@10 of 9.73%, and strong
dense retrievers such as the encoder of CodeT5 achieve recall@10 of 55.81. We hypothesize
that this difference between datasets stems from the ways these datasets were created: tldr
intents were written based on existing Bash commands and manuals; while CoNaLa examples
were mined from StackOverflow posts, where users ask questions with limited or no context.
Thus, NL intents in CoNaLa require a better semantic alignment with the documents, and thus
benefit from dense retrievers. The gap resulting from different data curation processes was also
observed by Rodriguez and Boyd-Graber [359] in open-domain question answering (QA).

Second, retrievers that were pretrained on the target programming language are generally
stronger. For example in CoNaLa, CodeT5 which was pretrained on Python, is both a better
off-the-shelf retriever and a better finetuned-retriever than RoBERTa, which was pretrained
mainly on text. In contrast, tldr is based on Bash, which neither CodeT5 nor RoBERTa were
explicitly pretrained on. Thus, tldr benefits mostly from BM25 and RoBERTa rather than
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CodeT5 as retrievers.

Finally, training the retriever using weak supervision on the documentation pool (Sec-
tion 7.3.1) dramatically improves the retriever. The recall of the best retrievers of each dataset
without this corpus is shown in the last column of Table 7.4 (“Best w/o weak sup.”). On CoNaLa,
removing this corpus results in severe performance degradation. One possible explanation is
that this weak supervision helps the retriever perform domain adaptation more effectively.

7.6.3 Case study

We examine the models’ outputs and show two representative examples in Table 7.5. In the first
example, Image.open was not seen in the training set, and the baseline CodeT5 incorrectly
predicts os.open. In contrast, using DocPrompting allows to retrieve the docs and to correctly
predict Image.open. In the second example, df.to_csv was not seen in training, and the
baseline CodeT5 fails to correctly predict it. In contrast, DocPrompting does predict most of the
df.to_csv call correctly, thanks to the retrieved docs. Nevertheless, DocPrompting generates
an incorrect argument skiprows=1, instead of header=False. The reason is that along with
the retrieved documentation of df.to_csv, the retriever also retrieved the documentation of
df.read_csv, which has a skiprows argument. That is, the generator uses an argument of
df.read_csvwith the function df.to_csv. Further improving the retrievers and the generators,
and post-filtering based on the validity of argument names, may mitigate such mistakes.

Table 7.5: Examples of predictions from CoNaLa, of the base CodeT5 compared to
CodeT5+DocPrompting. Unseen functions are

:::::::::::::
underscored.

NL Intent: Open image "picture.jpg"

Ground truth: img =
:::::::::::
Image.open(’picture.jpg’) \n Img.show

CodeT5: os.open(’picture.jpg’, ’r’)

CodeT5+DocPrompting: image =
::::::::::
Image.open(’picture.jpg’, ’rb’)

NL Intent: Exclude column names when writing dataframe ‘df’ to a csv file ‘filename.csv’

Ground truth:
::::::::::
df.to_csv (’filename.csv’, header=False)

CodeT5: df.drop([’col1’, ’col2’], axis=1, inplace=True)

CodeT5+DocPrompting:
::::::::::
df.to_csv(’filename.csv’, skiprows=1)
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7.7 Related Work

Code generation The most common practice in NL→code generation is training a model on
a dataset of NL-code pairs [11, 173, 338, 463]. Nevertheless, all these works assume that their
training corpus covers all required libraries and functions, and their models are inherently
incapable of generating libraries and functions that were not seen in the training data. On the
contrary, DocPrompting allows models to generate calls to unseen function, by retrieving these
functions’ documentation and reading them at test time. Hashimoto et al. [140], Hayati et al.
[144], Parvez et al. [318] and Lu et al. [264] learn to retrieve examples at test time; Pasupat et al.
[319] also considered settings where the test data has a distribution shift from the training data.
However, when new libraries are released they often come with documentation, and thus we
assume that documentation for new libraries is much more likely to be available than concrete
natural language intent and code snippet pairs (n, c) that use these libraries already. The models
of Shrivastava et al. [385] and Wu et al. [434] retrieve code snippets from relevant files in the
same project; contrarily, when predicting new libraries and functions that are external to the
user’s project, documentation is the source that is the most likely to be available.
Retrieval augmented generation The paradigm of retrieve-then-generate has gained pop-
ularity in the field of open-domain question answering [136, 194, 231], where the answer for
an open-domain question exists in only few documents out of a much larger pool. Although
DocPrompting takes a similar approach, documentation retrieval in code generation is even
more valuable, since code libraries are updated constantly, and new libraries are introduced daily.
Thus, DocPrompting allows updating the documentation pool frequently with new contents,
without re-training any model components.
Documentation conditioned generation The model of Zhong et al. [492] reads documents
to understand environment dynamics in a grid-world game, and Branavan et al. [47] controls
situated agents in a game (Civilization II) by reading the game’s manual. However, all their
models were tailored to specific games; in contrast, DocPrompting is general and is applicable
for a variety of programming languages and datasets.

7.8 Conclusion

We propose DocPrompting, a simple and effective approach for code generation by retrieving
the relevant documentation. DocPrompting consistently improves NL→code models in two
tasks, in two PLs, and across multiple strong base models. DocPrompting improves strong base
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models such as CodeT5 by 2.85% in pass@1 (52% relative gain) in execution-based evaluation on
the popular Python CoNaLa benchmark; on a new Bash dataset tldr, DocPrompting improves
CodeT5 and GPT-Neo-1.3B by up to 6.9% exact match, and Codex by 6.78 charBLEU score.

These results open a promising direction for NL→code generation. We believe that our
results can be further improved using more clever encoding of the structured nature of long
documents, and using joint training of the retriever and the generator, which hopefully will
avoid cascading errors. Further, we believe that the principles and the methods presented in this
paper are applicable to additional code-related tasks, and other documentation-like resources
such as tutorials and blog posts. To these ends, we make all our code, data, and models publicly
available.

7.9 Appendix

7.9.1 tldr: A Newly Curated Shell Scripting Benchmark

NL→Bash pairs For each command (e.g., cat), users contribute examples of pairs of NL
descriptions and bash code (mainly one-liners), including various flags and arguments, which
cover the common usages of that command. An example is shown in Figure 7.2.

We crawl NL-code pairs from the markdown files4 in the linux and common folders. We
discard Bash commands whose manual is unavailable (discussed below). The detailed statistics
are shown in Table 7.6. On average, each command has 4.84 NL→Bash pairs and there is a
total of 9187 NL-code pairs. To test the generalizability of a model, we construct the training,
development and the test set with completely different commands.

Table 7.6: The statistics of the tldr shell scripting benchmark

# Commands NL→Bash pairs

train 1315 6414
dev 376 1845
test 188 928

total 1879 9187

4e.g., https://github.com/tldr-pages/tldr/blob/main/pages/linux/toilet.md
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Documentation pool D We take the bash manual of the 1897 bash commands in tldr to
construct a documentation pool. We search each command name at manned.org5, a website
which archives Unix manual pages (the same as the Unix ‘ man <command> command), and then
extract the text contents from the returned manual page. We further break each manual into
multiple paragraphs by line breaks so that each paragraph delicately describes a single concept
such as a command functionality or a flag usage. We make this decision due to the large volume
of content each manual has, which is too long to fit the length limitation of a neural model, and
too noisy and distracts the model with irrelevant information. This results in 400k individual
entries in the pool in total.

Oracle manual D∗i We find the ground truth documentation for each (n, c) pair through
command name and flag matching heuristics. For instance, given a code snippet toilet
’input_text’ -f ’font_filename’, we constrain our search to the documentation from
toilet manual page and select documentation that starts with -f flag as an oracle paragraph.
Along with the first paragraph that commonly summarizes a command, these paragraphs forms
D∗n.

Evaluation metrics We use four evaluation metrics to measure the quality of the generated
code: (1) command name accuracy (CMD Acc) – measures whether the command name (e.g.,
cat) is predicted correctly; (2) token-level F1 – converts the reference code and the generated
code to bag of words and measures the token-level precision, recall, and F1 overlap; (3) exact
match (EM) – measures the exact match between the reference and the generation; and (4)
character-level BLEU [charBLEU; 249, 377].

For token level F1, exact match, and charBLEU, we disregard all user-specific variables in the
references and the system outputs. For example, ”mycli -u [user] -h [host] [database]”
is converted into ”mycli -u $1 -h $2 $3”. This is mainly because the variables are not
instantiated in tldr and the style of the placeholder varies among contributors. For example,
some contributors might write [user] as [username] or [your_name]. Therefore, measuring
the surface form of user-specific variable names is less meaningful.

5https://manned.org
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7.9.2 Re-splitting CoNaLa

NL→Python pairs We adapt the popular CoNaLa benchmark and re-split the dataset to test
the generalization scenario. This re-split makes every example in the development and the test
set have at least one Python function (e.g., plt.plot) that was not seen in the training data.
There are 2135, 201, and 543 examples in the training, development and test sets, respectively.
We follow the original work [468] to evaluate the system outputs with BLEU-4. Since we focus
on the generalization setting, we additionally report unseen function accuracy, which measures
the percentage of correctly predicted held-out functions that do not appear in the training set.

Human-annotated unit tests Following Chen et al. [65] and Austin et al. [24], we conduct
execution-based evaluation on CoNaLa to measure the functional correctness of the generated
code. We randomly selected 100 examples from the test set and manually annotated unit test
for each example. For example, we wrote tests such as assert gen_code("abcds", 2) ==

4 and assert gen_code("abde", 2) == -1 to verify whether the function gen_code could
perform “find the index of sub string ’s’ in string ‘str‘ starting from index 2”. Each example was
annotated by a single annotator. The annotation was done by two authors of the paper who
program with Python daily. On average, we annotate 2.03 unit tests for each example.

Documentation pool D Our documentation pool contains 35763 manuals. These functions
are from all Python libraries that are available on DevDocs6. These libraries contains the Python
built-in library, and popular libraries like numpy and pandas. The documentation on DevDocs

are curated and further transformed and indexed to allow for quick searching of APIs. We then
extract each API signature and the corresponding documentation in every library, remove any
content in the documentation that is not text, and segment the documentation into multiple
paragraphs based on the <p> HTML tags. The documentation pool then contains pairs of
the API signature and a single paragraph in the corresponding documentation. Although the
documentation pool is not comprehensive to cover all Python libraries and functions, we find
it has a high coverage rate on the CoNaLa dataset. This choice reflects the flexibility of our
approach upon the characteristics of a target scenario.

Oracle manual D∗i To find the oracle documents for a given NL intent D∗i from the original
(n, c) example, we first index the function names with absolute path (e.g., plot is indexed with

6https://devdocs.io

174

https://devdocs.io


matplotlib.pyplot.plot) with Elasticsearch. Then we query the search engine with clean
version of c where variable name are removed. The top-5 functions after de-duplication are
treated as oracle manuals D∗i .

Natural language and code associations during pretraining Despite our efforts, it is
possible that some of the held-out functions in the test set were seen to associate with NL
contexts (e.g., comments) during the pretraining of a retriever and a generator. Since the gener-
ators were initialized from the same checkpoint in both the baselines and the DocPrompting
models, such a possible association is expected to equally help both models. In the retriever,
such a possible association did not cause the retriever to see the exact NL intents together with
the corresponding documentation, and thus the matching between NL←→doc was not leaked.
However, it is possible that there had been semantically similar intents seen along with the
code snippets of the held-out functions. Nevertheless, such co-occurrence is “indirect” and
“unsupervised”.

7.9.3 Dense Retriever Training

We finetune the model for 10 epochs with batch size of 512 and learning rate of 1e − 5. Since
CodeT5 does not use [CLS] token, we alternatively take the average of the hidden state of the
last layer as the text representation. For CoNaLa, we also use the first 100k ”mined” examples
provided as part of CoNaLa as the supervised corpus. For CoNaLa, we only apply a single search
step because each code snippet commonly contains more than one function. We also observed
that using the first sentence that normally summarizes the usage of a function achieve the
best retrieval performance than other alternatives such as using the first paragraph, or simply
truncating to the maximum token length. The training takes up to 15 hours on a single A6000
GPU.

7.9.4 Generator Training

We train our single-source generators for 20 epochs with learning rate 4e − 5. We train our
FiD-based generators for 10000 steps. The doc length is set to 200, any further content will be
truncated. We follow [175] to set learning rate to 5e − 5 with 2000 steps warmup and linear
learning rate decay. The batch size is set to 8. The best model is selected based on the token-level
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Figure 7.5: The recall@k (%) and the corresponding BLEU score by using these top-k docs on
CoNaLa dataset (using CodeT5).

F1 score on the development set for tldr and BLEU score for CoNaLa. The training takes 8
hours on a single A6000 GPU.

7.9.5 Codex Prompts

For the baseline, we prompt Codex with three NL-code pairs and append the test query to the
end. An example on tldr is shown on top of Table 7.7. On the bottom, we list the prompt
with DocPrompting where documentation is provided along too. In the oracle command name
setting, we prepend the command name before each NL intent for the baseline prompt. For
DocPrompting prompt, we replace the potential docs with the retrieved docs from the oracle
manual.

7.9.6 Additional Analysis

Parameter efficiency As shown in Table 7.1, under a given parameter budget, we find that
DocPrompting mostly benefits from parallel encoding (FiD). For example, the parallel encoding
T5+DocPrompting (220M parameters) significantly outperforms the 125M parameters joint
encoding Neo-125M+DocPrompting. Only scaling up Neo+DocPrompting to 1.3B parameters
manages to match the 220M parameter T5+DocPrompting. A possible explanation is that
although the base Neo-1.3B (without DocPrompting) generally performs better than the base
T5 (without DocPrompting), parallel encoding allows to utilize the retrieved documents better,
since documents are encoded independently on the encoder side.
The impact of the number of documents Figure 7.5 shows the recall@k and the BLEU score
compared to k, the number of retrieved documents. Increasing k consistently yields a higher
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# get the label of a fat32 partition
fatlabel /dev/sda1

# END
# display information without including the login, jcpu and pcpu columns
w –short

# END
# sort a csv file by column 9
csvsort -c 9 data.csv

# END
# search for a package in your current sources

Potential document 0: fatlabel will display or change the volume label or volume ID on the MS- DOS filesystem located on
DEVICE ...
# get the label of a fat32 partition
fatlabel /dev/sda1

# END
Potential document 0: w displays information about the users currently on the machine, and their processes. The header
shows, in this order ...
Potential document 1: -s, –short Use the short format. Don’t print the login time, JCPU or PCPU times.
# display information without including the login, jcpu and pcpu columns
w –short

# END
Potential document 0: Sort CSV files. Like the Unix “sort” command, but for tabular data
Potential document 1: usage: csvsort [-h] [-d DELIMITER] [-t] [-q QUOTECHAR] [-u 0,1,2,3] [-b] [-p ESCAPECHAR]
Potential document 2: optional arguments: -h, –hel show this help message and exit -n, –names Display column names and
indices from the input CSV and exit. -c COLUMNS ...
Potential document 3: csvsort -c 9 examples/realdata/FY09_EDU_Recipients_by_State.csv
Potential document 4: csvcut -c 1,9 examples/realdata/FY09_EDU_Recipients_by_State.csv | csvsort -r -c 2 | head -n 5
# sort a csv file by column 9
csvsort -c 9 data.csv

# END
Potential document 1: ...
Potential document 2: ...
# search for a package in your current sources

Table 7.7: Top: baseline Codex prompt with three NL-code pairs and a test intent. Bottom:
DocPrompting prompt for Codex. In each in-context learning example, the oracle docs, the NL
intent and the corresponding bash command are provided. We use up to five oracle docs for
these examples. For a test example, the top-5 paragraphs from the retriever are represented with
the NL intent. The documents’ contents were omitted (“...”) to save space.
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Table 7.8: n-gram overlap between different contents (%). Using documentation significantly
increases the n-gram overlap recall between the input and the output, in tldr and CoNaLa.

tldr 1 2 3

NL←→Code 12 0 0
(NL+retrieved docs)←→Code 24 2 0
NL←→Retrieved docs 39 8 3

CoNaLa 1 2 3 4 5

NL←→Code 30 14 11 9 7
(NL+retrieved docs)←→Code 91 52 28 16 11
NL←→Retrieved docs 72 14 3 1 1

recall; however, as more irrelevant documents are retrieved, the generator cannot effectively
distinguish them from the relevant ones and the overall performance remain similar. For example,
CodeT5 achieves the highest BLEU score using 5 ≤ k ≤ 10. In contrast, when the generator is
provided with the oracle docs only, its BLEU score reaches 49.04 (Table 7.3). This suggests that
both precision and recall of docs are important, and the benefit of using larger values of k in
open domain QA [175] does not necessarily hold in code generation.

Full n-gram overlap Table 7.8 shows that using documentation significantly increases the
n-gram overlap recall between the input and the output, in tldr and CoNaLa. Since we used
BM25 to retrieve docs in tldr, the NL←→Retrieved docs overlap is high by construction. In
CoNaLa, the NL←→Retrieved docs unigram overlap is high as well, but since we used a dense
retriever, the general n-gram overlap does not have to be high for DocPrompting to work well.

Retrieval latency Although retrieving docs results in additional test-time computation, the
increase in latency is not prohibitive. First, encoding the input for the retrieval step “costs” a
single forward pass through the retriever’s encoder, which is significantly less expensive than
generation (which requires multiple time steps of the decoder). All the documentation in the
retrieval pool can be encoded in advance, and finding the top-k results can be performed quickly
using libraries such as FAISS [184] on the GPU or ScaNN [132] on CPU. The cost of this top-k
search is sub-linear in the size of the document pool. Second, the additional input to the generator
results in an increased memory consumption, but only a small increase in latency since the
tokens of a given input can be encoded in parallel. If this difference is crucial in practical settings,
we can decrease the number of retrieved documents. Figure 7.5 shows that retrieving as few as
five docs may be sufficient in many cases.
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Figure 7.6: Pass@k on 100 examples on the test set with different temperatures.
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7.9.7 Full Pass@k Plots

In the main execution-based evaluation, pass@k results in Section 7.5.2 and Figure 7.3, we took
the best temperature for every model and value of k. Here, we show all the pass@k plots with
different temperatures in Figure 7.6.

7.9.8 Experiments with code-davinci-002

The results with code-davinci-002 under few-shot learning setting is shown in Table 7.9. In the
non-oracle settings, Codex+DocPrompting did not improve over the base Codex; one explana-
tion might be that the datasets are leaked into the training corpus of the Codex. For example,
CoNaLawas extracted from StackOverflow, which is included in the large CommonCrawl corpus7

that was used to train GPT-3, and possibly Codex. Therefore, Codex might have memorized the
target code, and thus did not need the additional documentation. Although the data leakage
issue might have happened in code-davinci-001 as well, we suspect that this issue has worsened
in the stronger 002 version. Regardless, we believe that the large capacity of Codex requires an
equally strong retriever to improve over the base model. With an oracle retriever,DocPrompting
yields significant improvement on both datasets. Thus, the non-oracle results could be further
improved using a stronger non-oracle retriever.

7.9.9 Examples

7.9.10 tldr

Examples on tldr are in Table 7.10 . In the top three cases, the baseline T5 could not generate
the correct bash command while T5+DocPrompting retrieves the correct bash documentation
and use the correct arguments. In the bottom two cases, T5 also predicts the bash command
correctly. However, in the puppet case, it misses concrete usages of executing the code. In the
elixir case, it halluciate the argument flags –example and –arguments which elixir does
not support at all. On the other hand, T5+DocPrompting does ground its generation to the
retrieved docs and therefore it generates more accurate code.

7.9.11 CoNaLa

More examples on CoNaLa are shown in Table 7.11.
7https://commoncrawl.org/the-data/
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Table 7.9: Results on tldr and CoNaLa with code-davinci-002.

tldr

Model CMD Acc (%) EM (%) Token F1 charBLEU

Codex - 39.01 14.55 44.89 33.93

3-shots +DocPrompting 36.10 13.97 42.55 32.93

With the oracle command name

- - 20.22 59.22 38.14
+DocPrompting - 33.15 68.59 44.76

CoNaLa

BLEU Recall

- 48.39 43.35
+ DocPrompting 47.21 44.70

+ DocPrompting oracle docs 54.67 59.68
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Table 7.10: Examples of predictions from tldr, of the base T5 compared to T5+DocPrompting.
In tldr, the bash commands in the test set are completely different from those in the training
set.

play a midi file in a specific key (0 = c major/a minor, 1 = f major/d minor, +1 = g major/e minor, etc.)
Ground truth: timidity –force-keysig=’-flats|+sharps’ ’path/to/file.mid’

T5: midiplay ’key’

T5+DocPrompting: timidity –force-keysig ’f|f|f’ ’path/to/file.midi’

clean up all temporary tex files in the current directory
Ground truth: latexmk -c

T5: tex clean

T5+DocPrompting: latexmk -c

specify the hash algorithm for the index file (experimental)
Ground truth: git show-index –object-format=’sha1|sha256’ ’path/to/file’

T5: hash –experimental ’path/to/index.hashes’

T5+DocPrompting: git show-index –object-format= ’path/to/hash-algorithm’

’path/to/experimental’

execute puppet code
Ground truth: puppet apply –execute ’code’

T5: puppet

T5+DocPrompting: puppet apply –execute ’path/to/file.puppet’

evaluate elixir code by passing it as an argument
Ground truth: elixir -e ’code’

T5: elixir –example –arguments ’path/to/file.elixir’

T5+DocPrompting: elixir -e ’path/to/file.elixir’
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Table 7.11: Examples of predictions from CoNaLa, of the base CodeT5 compared to
CodeT5+DocPrompting. Unseen functions are

:::::::::::::
underscored.

set the current working directory to ’c:\Users\uname\desktop\python’

Ground truth:
:::::::::
os.chdir(’c:\Users\uname\desktop\python’)

CodeT5: os.system(’c:\Users\uname\desktop\python’)

CodeT5+DocPrompting:
:::::::::
os.chdir(’c:\Users\uname\desktop\python’)

convert dataframe ’df’ to integer-type sparse object
Ground truth:

:::::::::::::
df.to_sparse(0)

CodeT5: np.isinstance(df, np.integer)

CodeT5+DocPrompting:
:::::::::::::
df.to_sparse(’i’)
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Chapter 8

FLARE: Active Retrieval Augmented
Generation

Despite the remarkable ability of large language models (LMs) to comprehend and generate lan-
guage, they have a tendency to hallucinate and create factually inaccurate output. Augmenting
LMs by retrieving information from external knowledge resources is one promising solution.
Most existing retrieval augmented LMs employ a retrieve-and-generate setup that only retrieves
information once based on the input. This is limiting, however, in more general scenarios involv-
ing generation of long texts, where continually gathering information throughout generation is
essential. In this work, we provide a generalized view of active retrieval augmented generation,
methods that actively decide when and what to retrieve across the course of the generation. We
propose Forward-Looking Active REtrieval augmented generation (FLARE), a generic method
which iteratively uses a prediction of the upcoming sentence to anticipate future content, which
is then utilized as a query to retrieve relevant documents to regenerate the sentence if it contains
low-confidence tokens. We test FLARE along with baselines comprehensively over 4 long-form
knowledge-intensive generation tasks/datasets. FLARE achieves superior or competitive per-
formance on all tasks, demonstrating the effectiveness of our method. Code and datasets are
available at https://github.com/jzbjyb/FLARE.

8.1 Introduction

Generative language models (LMs) [55, 73, 308, 311, 403, 484, 486] have become a foundational
component in natural language processing (NLP) systems with their remarkable abilities. Al-
though LMs have memorized some world knowledge during training [180, 323, 356], they still

185

https://github.com/jzbjyb/FLARE


Generate a summary about Joe Biden.

Search results:   !!
[1]: …
[2]: …

Joe Biden (born November 20, 1942) is the 46th president of the United States.

Joe Biden (born November 20, 1942) is the 46th president of the United States.

He graduated from the University of Delaware in 1965 with a Bachelor of Arts 
in history and political science.

Joe Biden attended the University of Pennsylvania, where he earned a law 
degree.

Retriever

Input

Step 1

Search results:   !"!
[1]: …
[2]: …

"##
##

"#$

#$

$

Step 2

Joe Biden announced his candidacy for the 2020 presidential election on April 
25, 2019.

Joe Biden announced his candidacy for the 2020 presidential election on August 
18, 2019.

"#%

#%

Step 3

Search results:   !""
[1]: …
[2]: …

Retrieved
documents

LM

Ge
ne

ra
tio

n

$

%$

%%

Figure 8.1: An illustration of forward-looking active retrieval augmented generation (FLARE).
Starting with the user input x and initial retrieval results Dx, FLARE iteratively generates a
temporary next sentence (shown in gray italic) and check whether it contains low-probability
tokens (indicated with underline). If so (step 2 and 3), the system retrieves relevant documents
and regenerates the sentence.

tend to hallucinate and create imaginary content [273, 494]. Augmenting LMs with retrieval
components that look up relevant information from external knowledge resources is a promising
direction to address hallucination [176, 202].

Retrieval augmented LMs commonly use a retrieve-and-generate setup where they retrieve
documents based on the user’s input, and then generate a complete answer conditioning on
the retrieved documents [63, 137, 174, 176, 182, 223, 226, 232, 295, 333, 364, 380]. These single-
time retrieval augmented LMs outperform purely parametric LMs, particularly for short-form
knowledge-intensive generation tasks such as factoid question answering (QA) [187, 221], where
the information needs are clear in the user’s input, and it is sufficient to retrieve relevant knowledge

once solely based on the input.

Increasingly powerful large LMs have also demonstrated abilities in more complex tasks
that involve generating long-form output, such as long-form QA [100, 395], open-domain
summarization [77, 120, 142], and (chain-of-thought; CoT) reasoning [118, 156, 160, 427]. In
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contrast to short-form generation, long-form generation presents complex information needs
that are not always evident from the input alone. Similar to how humans gradually gather
information as we create content such as papers, essays, or books, long-form generation with
LMs would require gathering multiple pieces of knowledge throughout the generation process.
For example, to generate a summary about a particular topic, the initial retrieval based on the
topic name (e.g., Joe Biden) may not cover all aspects and details. It is crucial to retrieve extra
information as needed during generation, such as when generating a certain aspect (e.g., Joe
Biden’s education history) or a specific detail (e.g., the date of Joe Biden’s presidential campaign
announcement).

Several attempts have been made to retrieve multiple times throughout generation. These
attempts include methods that passively use the past context to retrieve additional information at
a fixed interval [43, 202, 349, 407] which might not accurately reflect what LMs intend to generate
in the future or retrieve at inappropriate points. Some works in multihop QA decompose the
full question into sub-questions, each of which is used to retrieve extra information [203, 204,
328, 451].

We ask the following question: can we create a simple and generic retrieval augmented
LM that actively decides when and what to retrieve throughout the generation process, and are
applicable to a variety of long-form generation tasks? We provide a generalized view of active
retrieval augmented generation. Our hypothesis regarding when to retrieve is that LMs should
retrieve information only when they lack the required knowledge to avoid unnecessary or
inappropriate retrieval that occurs in passive retrieval augmented LMs [43, 202, 349, 407]. Given
the observation that large LMs tend to be well-calibrated and low probability/confidence often
indicates a lack of knowledge [189], we adopt an active retrieval strategy that only retrieves
when LMs generate low-probability tokens. When deciding what to retrieve, it is important to
consider what LMs intend to generate in the future, as the goal of active retrieval is to benefit
future generations. Therefore, we propose anticipating the future by generating a temporary
next sentence, using it as a query to retrieve relevant documents, and then regenerating the
next sentence conditioning on the retrieved documents. Combining the two aspects, we propose
Forward-Looking Active REtrieval augmented generation (FLARE), as illustrated in Figure 8.1.
FLARE iteratively generates a temporary next sentence, use it as the query to retrieve relevant
documents if it contains low-probability tokens and regenerate the next sentence until reaches
the end.

FLARE is applicable to any existing LMs at inference time without additional training.
Considering the impressive performance achieved by GPT-3.5 [311] on a variety of tasks, we ex-
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amine the effectiveness of our methods on text-davinci-003. We evaluate FLARE on 4 diverse
tasks/datasets involving generating long outputs, including multihop QA (2WikiMultihopQA),
commonsense reasoning (StrategyQA), long-form QA (ASQA), and open-domain summariza-
tion (WikiAsp) [118, 142, 160, 395]. Over all tasks, FLARE achieves superior or competitive
performance compared to single-time and multi-time retrieval baselines, demonstrating the
effectiveness and generalizability of our method.

8.2 Retrieval Augmented Generation

We formally define single-time retrieval augmented generation and propose the framework of
active retrieval augmented generation.

8.2.1 Notations and Definitions

Given a user input x and a document corpus D = {di}
∣D∣

i=1 (such as all Wikipedia articles), the
goal of retrieval augmented LMs is to generate the answer y = [s1,s2, ...,sm] = [w1,w2, ...,wn]

containing m sentences or n tokens leveraging information retrieved from the corpus.
In retrieval augmented LM, the LM typically pairs with a retriever that can retrieve a list

of documents Dq = ret(q) for a query q; the LM conditions on both the user input x and
retrieved documents Dq to generate the answer. Since we focus on examining various methods
of determining when and what to retrieve, we follow existing methods [349, 407] to prepend
the retrieved documents before the user input to aid future generation for both baselines and
our method for fair comparisons: y = LM([Dq,x]), where [⋅, ⋅] is concatenation following the
specified order.

8.2.2 Single-time Retrieval Augmented Generation

The most common choice is to directly use the user input as the query for retrieval and generate
the complete answer at once y = LM([Dx,x]).

8.2.3 Active Retrieval Augmented Generation

To aid long-form generation with retrieval, we propose active retrieval augmented generation. It
is a generic framework that actively decides when and what to retrieve through the generation
process, resulting in the interleaving of retrieval and generation. Formally, at step t(t ≥ 1), the
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retrieval query qt is formulated based on both the user input x and previously generated output
y<t = [y0, ...,yt−1]:

qt = qry(x,y<t),

where qry(⋅) is the query formulation function. At the beginning (t = 1), the previous generation
is empty (y<1 = ∅), and the user input is used as the initial query (q1 = x). Given retrieved
documents Dqt , LMs continually generate the answer until the next retrieval is triggered or
reaches the end:

yt = LM([Dqt ,x,y<t]),

where yt represents the generated tokens at the current step t, and the input to LMs is the
concatenation of the retrieved documents Dqt , the user input x, and the previous generation y<t.
We discard previously retrieved documents ∪t′<tDqt′ and only use the retrieved documents from
the current step to condition the next generation to prevent reaching the input length limit of
LMs.

8.3 FLARE: Forward-Looking Active REtrieval Augmented

Generation

Our intuition is that (1) LMs should only retrieve information when they do not have the
necessary knowledge to avoid unnecessary or inappropriate retrieval, and (2) the retrieval
queries should reflect the intents of future generations. We propose two forward-looking active
retrieval augmented generation (FLARE) methods to implement the active retrieval augmented
generation framework. The first method prompts the LM to generate retrieval queries when
necessary while generating the answer using retrieval-encouraging instructions, denoted as
FLAREinstruct. The second method directly uses the LM’s generation as search queries, denoted
as FLAREdirect, which iteratively generates the next sentence to gain insight into the future
topic, and if uncertain tokens are present, retrieves relevant documents to regenerate the next
sentence.

8.3.1 FLARE with Retrieval Instructions

Inspired by Toolformer [370], a straightforward way of expressing information needs for retrieval
is to generate “[Search(query)]” when additional information is needed [370], e.g., “The colors
on the flag of Ghana have the following meanings. Red is for [Search(Ghana flag red meaning)]
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Figure 8.2: An illustration of forward-looking active retrieval augmented generation with
retrieval instructions (FLAREinstruct). It iteratively generates search queries (shown in gray italic)
to retrieve relevant information to aid future generations.

the blood of martyrs, ...” When working with GPT-3.5 models that offer only API access, we
elicit such behavior by few-shot prompting [55].

Specifically, for a downstream task, we place the search-related instruction and exemplars at
the beginning as skill 1, followed by the instruction and exemplars of the downstream task as
skill 2. Given a test case, we ask LMs to combine skills 1 and 2 to generate search queries while
performing the task. The structure of the prompt is shown in Prompt 8.3.1.

Prompt 8.3.1: retrieval instructions
Skill 1. An instruction to guide LMs to generate search queries.
Several search-related exemplars.

Skill 2. An instruction to guide LMs to perform a specific downstream task (e.g., multihop QA).
Several task-related exemplars.

An instruction to guide LMs to combine skills 1 and 2 for the test case.
The input of the test case.

As shown in Figure 8.2, when the LM generates “[Search(query)]” (shown in gray italic),
we stop the generation and use the query terms to retrieve relevant documents, which are
prepended before the user input to aid future generation until the next search query is generated
or reaches the end. Additional implementation details are included in § 8.10.1.
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8.3.2 Direct FLARE

Since we cannot fine-tune black-box LMs, we found queries generated by FLAREinstruct through
retrieval instructions might not be reliable. Therefore, we propose a more direct way of forward-
looking active retrieval that uses the next sentence to decide when and what to retrieve.

Confidence-based Active Retrieval

As shown in Figure 8.1, at step t, we first generate a temporary next sentence ŝt = LM([x,y<t])
without conditioning on retrieved documents. Then we decide whether to trigger retrieval and
formulate queries based on ŝt. If the LM is confident about ŝt, we accept it without retrieving
additional information; if not, we use ŝt to formulate search queries qt to retrieve relevant
documents, and then regenerate the next sentence st. The reason we utilize sentences as the
basis of our iteration is due to their significance as semantic units that are neither too short nor
too lengthy like phrases and paragraphs. However, our approach can also utilize phrases or
paragraphs as the basis.

Since LMs tend to be well-calibrated that low probability/confidence often indicates a lack
of knowledge [181, 189, 412], we actively trigger retrieval if any token of ŝt has a probability
lower than a threshold θ ∈ [0,1]. θ = 0 means retrieval is never triggered, while θ = 1 triggers
retrieval every sentence.

yt =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

ŝt if all tokens of ŝt have probs ≥ θ

st = LM([Dqt ,x,y<t]) otherwise

where the query qt is formulated based on ŝt.

Confidence-based Query Formulation

One way to perform retrieval is to directly use the next sentence ŝt as the query qt. This shares
a similar spirit with methods that use generated hypothetical titles or paragraphs from LMs as
retrieval queries or evidences [113, 272, 398, 475]. We generalize such techniques to long-form
generation where active information access is essential.

We found retrieving with the next sentence achieves significantly better results than with
the previous context, as shown later in § 8.6.2. However, it has a risk of perpetuating errors
contained in it. For example, if the LM produces the sentence “Joe Biden attended the University
of Pennsylvania” instead of the correct fact that he attended the University of Delaware, using
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Joe Biden attended the University of Pennsylvania, 
where he earned a law degree.

Ask a question to which the answer is “the University of Pennsylvania”
Ask a question to which the answer is “a law degree”

What university did Joe Biden attend?
What degree did Joe Biden earn?

implicit query 
by masking

explicit query by
 question generation

Joe Biden attended  , where he earned  .

LM such as ChatGPT

Figure 8.3: Implicit and explicit query formulation. Tokens with low probabilities are marked
with underlines.

this erroneous sentence as a query might retrieve misleading information. We propose two
simple methods to overcome this issue as illustrated in Figure 8.3.

Masked sentences as implicit queries. The first method masks out low-confidence tokens
in ŝt with probabilities below a threshold β ∈ [0,1], where a higher β results in more aggressive
masking. This removes potential distractions from the sentence to improve retrieval accuracy.

Generated questions as explicit queries. Another method is to generate explicit questions
that target the low-confident span in ŝt. For example, if the LM is uncertain about “the University
of Pennsylvania”, a question like “Which university did Joe Biden attend?” can help retrieve
relevant information. Self-ask [328] achieved this by manually inserting follow-up questions
into downstream task exemplars, which requires task-specific annotation efforts. Instead, we
developed a universal approach that generates questions for low-confidence spans without
additional annotation. Specifically, We first extract all spans from ŝt with probabilities below β.
For each extracted span z, we prompt gpt-3.5-turbo to generate a question qt,z that can be
answered with the span:
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Prompt 8.3.2: zero-shot question generation
User input x.
Generated output so far y≤t.

Given the above passage, ask a question to which the answer is the term/entity/phrase “z”.

We retrieve using each generated question and interleave the returned documents into a
single ranking list to aid future generations. In summary, queries qt are formulated based on ŝt

as follows:

qt =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

∅ if all tokens of ŝt have probs ≥ θ

mask(ŝt) or qgen(ŝt) otherwise

8.3.3 Implementation Details

Base LM Wevalidate ourmethod on one of themost advancedGPT-3.5 LMs text-davinci-003
by iteratively querying their API.1

Document corpus and retrievers. Since we focus on the integration of retrieval and gen-
eration, we use off-the-shelf retrievers that take queries as inputs and return a list of relevant
documents. For datasets that mainly rely on knowledge from Wikipedia, we use the Wikipedia
dump from Karpukhin et al. [195] and employ BM25 [358] as the retriever. For datasets that rely
on knowledge from the open web, we use the Bing search engine as our retriever.2

Retrieved document formatting. Multiple retrieved documents are linearized according to
their ranking and then added to the beginning of the user input.

Other implementation details such as sentence tokenization and efficiency are included
§ 8.10.1.

8.4 Multi-time Retrieval Baselines

Existing passive multi-time retrieval augmented LMs can also be formulated using our framework
(§ 8.2.3). In this section, we formally introduce three baseline categories based on when and
what to retrieve. These baselines are not exact reproductions of the corresponding paper because

1https://api.openai.com/v1/completions April 23.
2https://www.microsoft.com/en-us/bing/apis/bing-web-search-api
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many design choices differ which makes direct comparisons impossible. We implemented them
using the same settings, with the only variation being when and what to retrieve.

Previous-window approaches trigger retrieval every l tokens, where l represents the window
size. Generated tokens from the previous window are used as the query:

qt = yt−1 (t ≥ 2),

yt = [w(t−1)l+1, ...,wtl].

Some existing methods in this category are RETRO [43], IC-RALM [349], which retrieve every
few tokens, and KNN-LM [202], which retrieves every token.3 We follow Ram et al. [349] to use
a window size of l = 16.

Previous-sentence approaches trigger retrieval every sentence and use the previous sentence
as the query, and IRCoT [407] belongs to this category:

qt = yt−1 (t ≥ 2),

yt = st.

Question decomposition approaches manually annotated task-specific exemplars to guide
LMs to generate decomposed sub-questions while producing outputs. For example, self-ask
[328], a method in this category, manually inserts sub-questions in exemplars. For the test case,
retrieval is triggered dynamically whenever the model generates a sub-question.

The aforementioned approaches can retrieve additional information while generating. How-
ever, they have notable drawbacks: (1) Using previously generated tokens as queries might not
reflect what LMs intend to generate in the future. (2) Retrieving information at a fixed interval
can be inefficient because it might occur at inappropriate points. (3) Question decomposition
approaches require task-specific prompt engineering, which restricts their generalizability in
new tasks.

8.5 Experimental Setup

We evaluate the effectiveness of FLARE on 4 diverse knowledge-intensive tasks using few-shot
in-context learning [55, 256, 340]. We follow previous works [407] to sub-sample at most 500

3Since KNN-LM uses the contextualized representation corresponding to the current decoding position to
retrieve relevant information which encodes all previous tokens. Strictly speaking, qt should be y<t.
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examples from each dataset due to the cost of running experiments. Datasets, metrics, and
settings are summarized in Table 8.7 of § 8.10.2. The hyperparameters of FLARE are selected
based on the development set. FLARE refers to FLAREdirect if not specifically stated.

Multihop QA The goal of multihop QA is to answer complex questions through informa-
tion retrieval and reasoning. We use 2WikiMultihopQA [160] which contains 2-hop complex
questions sourced from Wikipedia articles that require composition, comparison, or inference,
e.g., “Why did the founder of Versus die?” We follow Wang et al. [422] to generate both the
chain-of-thought and the final answer. Experimental setting details are included in § 8.10.2.

We use regular expressions to extract the final answer from the output and compare it with
the reference answer using exact match (EM), and token-level F1, precision, and recall.

Commonsense reasoning Commonsense reasoning requires world and commonsense knowl-
edge to generate answers. We use StrategyQA [118] which is a collection of crowdsourced
yes/no questions, e.g., “Would a pear sink in water?” We follow Wei et al. [427] to generate both
the chain-of-thought and the final yes/no answer. Details are included in § 8.10.2.

We extract the final answer and match it against the gold answer using exact match.

Long-form QA Long-form QA aims to generate comprehensive answers to questions seeking
complex information [100, 395]. We use ASQA [395] as our testbed where inputs are ambiguous
questions with multiple interpretations, and outputs should cover all of them. For example,
“Where do the Philadelphia Eagles play their home games?” could be asking about the city, sports
complex, or stadium. We found in many cases it is challenging even for humans to identify
which aspect of the question is ambiguous. Therefore, we created another setting (ASQA-hint)
where we provide a brief hint to guide LMs to stay on track when generating answers. The hint
for the above case is “This question is ambiguous in terms of which specific location or venue is
being referred to.” Experimental setting details are included in § 8.10.2.

We usemetrics from Stelmakh et al. [395], including EM, RoBERTa-based QA score (Disambig-
F1), ROUGE [247], and an overall score combining Disambig-F1 and ROUGE (DR).

Open-domain summarization The goal of open-domain summarization is to generate a
comprehensive summary about a topic by gathering information from open web [120]. We use
WikiAsp [142] which aims to generate aspect-based summaries about entities from 20 domains
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Figure 8.4: Comparision between FLARE and baselines across all tasks/datasets. We report
the primary metric for each dataset: EM for 2WikiMultihopQA, StrategyQA, and ASQA, and
UniEval for WikiAsp.

in Wikipedia, e.g., “Generate a summary about Echo School (Oregon) including the following
aspects: academics, history.” Experimental setting details are included in § 8.10.2.

Metrics include ROUGE, named entity-based F1, and UniEval [488] which measures factual
consistency.

8.6 Experimental Results

We first report overall results across 4 tasks/datasets and compare the performance of FLARE
with all the baselines introduced in § 8.4. We then run ablation experiments to study the efficacy
of various design choices of our method.

8.6.1 Comparison with Baselines

Overall results. The overall performance of FLARE and baseline across all tasks/datasets
are reported in Figure 8.4. FLARE outperforms all baseline on all tasks/datasets, indicating that
FLARE is a generic method that can effectively retrieve additional information throughout the
generation.

Among various tasks, multihop QA shows the most significant improvement. This is largely
due to the task’s clear definition and specific objective of producing the final answer through a
2-hop reasoning process, which makes it easier for LMs to generate on-topic output. In contrast,
ASQA and WikiAsp are more open-ended, which increases the difficulty of both generation and
evaluation. The improvement on ASQA-hint is larger than that of ASQA because identifying
ambiguous aspects is challenging even for humans in many cases, and providing a generic hint
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Methods EM F1 Prec. Rec.

No retrieval 28.2 36.8 36.5 38.6
Single-time retrieval 39.4 48.8 48.6 51.5

Multi-time retrieval

Previous-window 43.2 52.3 51.7 54.5
Previous-sentence 39.0 49.2 48.9 51.8
Question decomposition 47.8 56.4 56.1 58.6
FLAREinstruct (ours) 42.4 49.8 49.1 52.5
FLAREdirect (ours) 51.0 59.7 59.1 62.6

Table 8.1: FLARE and baselines on 2WikiMultihopQA. Previous-window [43, 349], previous-
sentence [407], and question decomposition [328, 451] methods are reimplemented for fair
comparisons.

helps LMs to stay on topic.

Thorough comparisons with baselines. The performance of all baselines on 2WikiMulti-
hopQA are reported in Table 8.1. FLARE outperforms all baselines by a large margin, which
confirms that forward-looking active retrieval is highly effective. Most multi-time retrieval
augmented approaches outperform single-time retrieval but with different margins. The im-
provement of retrieving using the previous sentence is relatively small which we hypothesize is
mainly because the previous sentence often describes entities or relations different from those
in the next sentence in 2WikiMultihopQA. While the previous-window approach might use the
first half of a sentence to retrieve information potentially helpful for generating the second half.
Among all baselines, the question decomposition approach [328] achieves the best performance.
which is not surprising since the in-context exemplars manually annotated with decomposed
sub-questions guide LMs to generate sub-questions that align with the topic/intent of future
generations. FLARE outperforms this baseline, indicating that manual exemplar annotation is
not necessary for effective future-aware retrieval. The gap between FLAREinstruct and question de-
composition is large, indicating that teaching LMs to generate search queries using task-generic
retrieval instructions and exemplars is challenging.

We report all metrics for the other datasets in Table 8.2. FLARE outperforms baselines with
respect to all metrics. Retrieval using the previous window underperforms single-time retrieval
on ASQA, which we hypothesize is because the previous window does not accurately reflect
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Datasets StrategyQA ASQA ASQA-hint WikiAsp

Metrics EM EM D-F1 R-L DR EM D-F1 R-L DR UniEval E-F1 R-L

No retrieval 72.9 33.8 24.2 33.3 28.4 40.1 32.5 36.4 34.4 47.1 14.1 26.4
Single-time retrieval 68.6 40.0 27.1 34.0 30.4 43.2 34.8 37.4 36.0 52.4 17.4 26.9

Multi-time retrieval

Previous-window 71.2 39.9 27.0 34.3 30.4 43.7 35.7 37.5 36.6 51.8 18.1 27.3
Previous-sentence 71.0 39.9 27.9 34.3 30.9 44.7 35.9 37.5 36.7 52.6 17.8 27.2
FLARE (ours) 77.3 41.3 28.2 34.3 31.1 46.2 36.7 37.7 37.2 53.4 18.9 27.6

Table 8.2: Comparison between FLARE and baselines on StrategyQA, ASQA, ASQA-hint, and
WikiAsp. D-F1 is Disambig-F1, R-L is ROUGE-L, and E-F1 is named entity-based F1.

2WikiMultihopQA ASQA-hint

EM F1 Prec. Rec. EM D-F1 R-L DR

Previous 39.0 49.2 48.9 51.8 42.5 34.1 36.9 35.5
Next 48.8 57.6 57.1 60.5 45.9 35.7 37.5 36.6

Table 8.3: A head-to-head comparison between using the previous sentence and the next sentence
for retrieval.

future intent. Since we focus on evaluating factuality, metrics with an emphasis on factual
content (such as EM, Disambig-F1, UniEval) are more reliable than metrics computed over all
tokens (ROUGE-L).

8.6.2 Ablation Study

Importance of forward-looking retrieval. We first validate that forward-looking retrieval
is more effective than past-context-based retrieval. We run ablation experiments on 2Wiki-
MultihopQA and ASQA-hint comparing retrieval using the previous versus the next sentence.
Specifically, both methods retrieve every sentence and directly use the complete previous/next
sentence as queries. As shown in Table 8.3, using the next sentence to retrieve is clearly better
than using the previous sentence, confirming our hypothesis.

We also run previous-window approaches using different numbers of past tokens as queries.
As shown in Table 8.4, using too many tokens (> 32) in the past hurts the performance, further
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#Tokens EM F1 Prec. Rec.

16 43.2 52.3 51.7 54.5
32 43.6 52.4 52.0 55.0
48 40.0 49.3 49.0 52.0
All 39.0 48.5 48.2 51.1

Table 8.4: Previous-window approaches using different numbers of tokens as queries.

%steps/sentences with retrieval

0.0

20.0

40.0

60.0

80.0

0.0 25.0 50.0 75.0 100.0

2WikiMultihopQA StrategyQA

Figure 8.5: Performance (EM) of FLARE with respect to the percentage of steps/sentences with
retrieval on 2WikiMultihopQA and StrategyQA.

confirming our hypothesis that previous context might not be relevant to intent of future
generations.

Importance of active retrieval. Next, we investigate how active retrieval threshold θ affects
performance. To alter our method from not retrieving to retrieving every sentence, we adjust the
confidence threshold θ that determines when to trigger retrieval from 0 to 1. We then calculate
the proportion of steps/sentences where retrieval is activated, and present the performance based
on it. As shown in Figure 8.5, on 2WikiMultihopQA, the performance plateaus when the retrieval
percentage exceeds 60%, indicating that retrieval when LMs are confident is not necessary. On
StrategyQA, the performance drops when the retrieval percentage exceeds 50%, indicating that
unnecessary retrieval can introduce noise and impede the original generation process. We
found triggering retrieval for 40%-80% of sentences usually leads to a good performance across
tasks/datasets.

Effectiveness of different query formulation methods We study implicit query formation
bymasking and explicit query formulation through question generation. In Table 8.5, we compare
the performance of FLARE with different masking thresholds β. Retrieving directly with the
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β EM F1 Prec. Rec.

0.0 0.488 0.576 0.571 0.605
0.2 0.498 0.588 0.582 0.616
0.4 0.510 0.597 0.591 0.627
0.6 0.506 0.593 0.586 0.622

Table 8.5: Performance of FLARE with respect to the masking threshold β on 2WikiMultihopQA.

ASQA-hint WikiAsp

EM D-F1 R-L DR UniEval E-F1 R-L

Implicit 45.7 36.9 37.7 37.3 53.4 18.8 27.7
Explicit 46.2 36.7 37.7 37.2 53.4 18.9 27.6

Table 8.6: A comparison between implicit and explicit query formulation methods in FLARE.

complete sentence (β = 0) is worse than masking tokens with low probabilities, confirming our
hypothesis that low-confidence erroneous tokens can distract retrievers. We compare implicit
and explicit query formulation methods in Table 8.6. Performances of both methods are similar,
indicating that both methods can effectively reflect information needs.

8.7 Related Work

We refer to § 8.2.2 and § 8.4 for extensively discussion on single-time and multi-time retrieval
augmented LMs, which is the most relevant area to this paper.

Iterative and adaptive retrieval Iterative retrieval and refinement has been studied in both
text and code generation tasks [321, 476, 480, 483]. FLARE differs from these methods in the
granularity of generation and retrieval strategies. Adaptive retrieval has been studied in single-
time retrieval scenarios based on either question popularity or generation probabilities [235, 268],
while we focus on long-form generation requiring active information access.

Browser-enhanced LMs WebGPT [295] and WebCPM [334] train LMs to interact with
browser to enhance factuality using reinforcement learning or supervised trainingwheremultiple
queries can be triggered before generation. FLARE is built on text-based retrievers but can be
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combined with a browser to potentially improve retrieval quality.

8.8 Conclusion

To aid long-form generation with retrieval augmentation, we propose an active retrieval aug-
mented generation framework that decides when and what to retrieve during generation. We
implement this framework with forward-looking active retrieval that iteratively uses the upcom-
ing sentence to retrieve relevant information if it contains low-confidence tokens and regenerates
the next sentence. Experimental results on 4 tasks/datasets demonstrate the effectiveness of our
methods. Future directions include better strategies for active retrieval and developing efficient
LM architectures for active information integration.

8.9 Limitations

We also conduct experiments on Wizard of Wikipedia [90] and ELI5 [100], and found that
FLARE did not provide significant gains. Wizard of Wikipedia is a knowledge-intensive dialogue
generation dataset where the output is relatively short (∼20 tokens on average) so retrieving
multiple disparate pieces of information might not be necessary. ELI5 [100] is a long-form
QA dataset requiring in-depth answers to open-ended questions. Due to issues mentioned in
Krishna et al. [215] such as difficulties of grounding generation in retrieval and evaluation, both
single-time retrieval and FLARE did not provide significant gains over not using retrieval. From
an engineering perspective, interleaving generation and retrieval with a naive implementation
increases both overheads and the cost of generation. LMs need to be activated multiple times
(once for each retrieval) and a caching-free implementation also requires recomputing the
previous activation each time after retrieval. This issue can be potentially alleviated with special
architectural designs that encode the retrieved documents Dqt and the input/generation (x/y<t)
independently.

8.10 Appendix

8.10.1 FLARE Implementation Details

FLAREinstruct implementation details We found that LMs can effectively combine retrieval
and downstream task-related skills and generate meaningful search queries while performing
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the task. However, there are two issues: (1) LMs tend to generate fewer search queries than
necessary. (2) Generating excessive search queries can disrupt answer generation and adversely
affect performance. We address these issues using two methods respectively. First, we increase
the logit of the token “[” by 2.0 to improve the chances of LMs generating “[Search(query)]”.
Second, whenever LMs generate a search query, we use it to retrieve relevant information,
promptly remove it from the generation, and generate the next few tokens while forbidding “[”
by adding a large negative value to the logit of “[”.

The initial query of FLARE. FLARE starts with the user input x as the initial query to
retrieve documents to generate the first sentence ŝ1 = LM([Dx,x]) to bootstrap the iterative
generation process. For the following steps, the temporary forward-looking sentence is generated
without retrieved documents.

Sentence tokenization. For each step t, we generate 64 tokens which are longer than most
sentences, and use NLTK sentence tokenizer4 to extract the first sentence and discard the rest.

Efficiency As shown in § 8.6.2, on average retrieval is triggered for 30% ∼ 60% of sentences
depending on downstream tasks. In comparision, KNN-LM [202] retrieves every token, RETRO
or IC-RALM [43, 349] retrievers every 4∼32 tokens, and IRCoT [407] retrieves every sentence.
Compared to single-time retrieval, however, interleaving retrieval and generation with a naive
implementation indeed increases overheads, which we discuss in the limitation section (§ 8.9).

8.10.2 Datasets and Settings

Datasets, metrics, and experimental settings are summarized in Table 8.7.

Multihop QA For “Why did the founder of Versus die?”, the output we aim to generate is “The
founder of Versus was Gianni Versace. Gianni Versace was shot and killed on the steps of his
Miami Beach mansion on July 15, 1997. So the answer is shot.” We use 8 exemplars from Trivedi
et al. [407] for in-context learning, BM25 as the retriever, and Wikipedia articles as the retrieval
corpus. Similar to the observation in Trivedi et al. [407], we found incorporating retrieval results
for exemplars improves the performance, we use the input x of each exemplar to retrieve several
documents and then add them using the prompting format. We found increasing the number

4https://www.nltk.org/api/nltk.tokenize.PunktSentenceTokenizer.html
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of retrieval documents often increases performance. Therefore, we use the maximum number
of documents that can fit within the input length limit of text-davinci-003, which is 2 for
2WikiMultihopQA.

Commonsense Reasoning For “Would a pear sink in water?”, the output we aim to generate
is “The density of a pear is about 0.6g/cm3, which is less than water. Objects less dense than
water float. Thus, a pear would float. So the final answer is no.” We use 6 exemplars from Wei
et al. [427], BM25 on the Wikipedia corpus, and 3 retrieved documents to run experiments.

Long-form QA For “Where do the Philadelphia Eagles play their home games?”, the output
we aim to generate is “We need to consider the different possible locations or venues that could
be considered the home field of the Philadelphia Eagles. These include the city, the sports
complex, or the stadium. Therefore, this question has 3 interpretations and the answers are:
(1) The city is Philadelphia. (2) The sports complex is the South Philadelphia Sports Complex.
(3) The stadium is the Lincoln Financial Field stadium.” For both the original setting (ASQA)
and the setting with hints (ASQA-hint), we manually annotate 8 exemplars, use BM25 on the
Wikipedia corpus, and 3 retrieved documents to run experiments.

Open-domain Summarization The original WikiAsp dataset is designed for multi-document
summarization and provides a list of references to systems. We converted it into the open-domain
setting by removing the associated references and instead gathering information from the open
web. For “Generate a summary about Echo School (Oregon) including the following aspects:
academics, history.”, the output we aim to generate is “# Academics. In 2008, 91% of the school’s
seniors received their high school diploma... # History. The class of 2008 was the 100th class in
the school’s history.” where # is used to indicate aspects. We manually annotate 4 exemplars,
and use the Bing search engine to retrieve 5 documents from the open web. To avoid leaking,
we exclude several Wikipedia-related domains listed in Table 8.8 from Bing’s search results.
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Settings 2WikiMultihopQA StrategyQA ASQA WikiAsp
[160] [118] [395] [142]

Dataset statistics

Task multihop QA commonsense QA long-form QA open-domain summarization
#Examples 500 229 500 500

Evaluation settings

Metrics EM, F1, Prec., Rec. EM EM, Disambig-F1, ROUGE, DR UniEval, entity-F1, ROUGE

Retrieval settings

Corpus Wikipedia Wikipedia Wikipedia open web
Retriever BM25 BM25 BM25 Bing
Top-k 2 3 3 5

Prompt format

#Exemplars 8 6 8 4
Ret. for exemplars ♣ ♠ ♠ ♠

Table 8.7: Dataset statistics and experimental settings of different tasks.

wikipedia.org, wikiwand.com, wiki2.org, wikimedia.org

Table 8.8: Wikipedia-related domains excluded from Bing’s search results.

204



Part IV

Iterative Use of LLMs as Agents
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Chapter 9

WebArena: A Realistic Web Environment
for Building Autonomous Agents

With advances in generative AI, there is now potential for autonomous agents to manage daily
tasks via natural language commands. However, current agents are primarily created and tested
in simplified synthetic environments, leading to a disconnect with real-world scenarios. In
this chapter, we build an environment for language-guided agents that is highly realistic and
reproducible. Specifically, we focus on agents that perform tasks on the web, and create an
environment with fully functional websites from four common domains: e-commerce, social
forum discussions, collaborative software development, and content management. Our envi-
ronment is enriched with tools (e.g., a map) and external knowledge bases (e.g., user manuals)
to encourage human-like task-solving. Building upon our environment, we release a set of
benchmark tasks focusing on evaluating the functional correctness of task completions. The
tasks in our benchmark are diverse, long-horizon, and designed to emulate tasks that humans
routinely perform on the internet. We experiment with several baseline agents, integrating
recent techniques such as reasoning before acting. The results demonstrate that solving complex
tasks is challenging: our best GPT-4-based agent only achieves an end-to-end task success rate
of 14.41%, significantly lower than the human performance of 78.24%. These results highlight
the need for further development of robust agents, that current state-of-the-art large language
models are far from perfect performance in these real-life tasks, and that WebArena can be used
to measure such progress.

Our code, data, environment reproduction resources, and video demonstrations are publicly
available at https://webarena.dev/.
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9.1 Introduction

Autonomous agents that perform everyday tasks via human natural language commands could
significantly augment human capabilities, improve efficiency, and increase accessibility. Nonethe-
less, to fully leverage the power of autonomous agents, it is crucial to understand their behavior
within an environment that is both authentic and reproducible. This will allow measurement of
the ability of agents on tasks that human users care about in a fair and consistent manner.

Current environments for evaluate agents tend to over-simplify real-world situations. As
a result, the functionality of many environments is a limited version of their real-world coun-
terparts, leading to a lack of task diversity [18, 121, 283, 379, 383, 384, 450]. In addition, these
simplifications often lower the complexity of tasks as compared to their execution in the real
world [332, 383, 450]. Finally, some environments are presented as a static resource [85, 379]
where agents are confined to accessing only those states that were previously cached during
data collection, thus limiting the breadth and diversity of exploration. For evaluation, many
environments focus on comparing the textual surface form of the predicted action sequences
with reference action sequences, disregarding the functional correctness of the executions and
possible alternative solutions [85, 179, 243, 332, 442]. These limitations often result in a dis-
crepancy between simulated environments and the real world, and can potentially impact the
generalizability of AI agents to successfully understand, adapt, and operate within complex
real-world situations.

We introduce WebArena, a realistic and reproducible web environment designed to facili-
tate the development of autonomous agents capable of executing tasks (§9.2). An overview of
WebArena is in Figure 9.1. Our environment comprises four fully operational, self-hosted web
applications, each representing a distinct domain prevalent on the internet: online shopping,
discussion forums, collaborative development, and business content management. Furthermore,
WebArena incorporates several utility tools, such as map, calculator, and scratchpad, to best
support possible human-like task executions. Lastly, WebArena is complemented by an extensive
collection of documentation and knowledge bases that vary from general resources like English
Wikipedia to more domain-specific references, such as manuals for using the integrated devel-
opment tool [101]. The content populating these websites is extracted from their real-world
counterparts, preserving the authenticity of the content served on each platform. We deliver the
hosting services using Docker containers with gym-APIs [52], ensuring both the usability and
the reproducibility of WebArena.

Along with WebArena, we release a ready-to-use benchmark with 812 long-horizon web-
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Agent

Action

Feedback

Tell me how much I spent on 
food purchase in March 2023

“
”

“
”

Create a ‘NolanFans' repo, 
listing Nolan's Oscar-winning 
films in a README file

check_repo 
check_readme 
check_answer

Functional 
Success

Functional 
Failure

Reddit wordmark
Whenever possible, Reddit’s icon and 
wordmark should appear together. 

Reddit’s wordmark is a refined 
variation on its classic logo. The 
rounded letters and shorter “i” reflect 
the brand’s friendly, whimsical nature. 
The dot on the “i” is Orangered 
(FF4500, PMS 172 C) and oversized, 
recalling Snoo’s eyes.

The wordmark should be aligned with 
the Snoo in the horizontal lockup, and 
the safe area determines relative 
placement in both configurations.

REDDIT LOGO

Version 09-2020 04

Self-hosted fully functional web applications

CMS

Toolbox Knowledge resources

WebArena

Figure 9.1: WebArena is a standalone, self-hostable web environment for building autonomous
agents. WebArena creates websites from four popular categories with functionality and data
mimicking their real-world equivalents. To emulate human problem-solving, WebArena also em-
beds tools and knowledge resources as independent websites. WebArena introduces a benchmark
on interpreting high-level realistic natural language command to concrete web-based interac-
tions. We provide annotated programs designed to programmatically validate the functional
correctness of each task.

based tasks (§9.3). Each task is described as a high-level natural language intent, emulating
the abstract language usage patterns typically employed by humans [38]. Two example intents
are shown in the upper left of Figure 9.1. We focus on evaluating the functional correctness of
these tasks, i.e., does the result of the execution actually achieve the desired goal (§9.3.2). For
instance, to evaluate the example in Figure 9.2, our evaluation method verifies the concrete
contents in the designated repository. This evaluation is not only more reliable [65, 425, 490]
than comparing the textual surface-form action sequences [85, 332] but also accommodate a
range of potential valid paths to achieve the same goal, which is a ubiquitous phenomenon in
sufficiently complex tasks.

We use this benchmark to evaluate several agents that can follow NL command and perform
web-based tasks (§9.4). These agents are implemented in a few-shot in-context learning fashion
with powerful large language models (LLMs) such as GPT-4 and PALM-2. Experiment results
show that the best GPT-4 agent performance is somewhat limited, with an end-to-end task
success rate of only 14.41%, while the human performance is 78.24%. We hypothesize that the
limited performance of current LLMs stems from a lack of crucial capabilities such as active
exploration and failure recovery to successfully perform complex tasks (§9.5.2). These outcomes
underscore the necessity for further development towards robust and effective agents [225] in
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WebArena.

9.2 WebArena: Websites as an Environment for Autonomous

Agents

Our goal is to create a realistic and reproducible web environment. We achieve reproducibility by
making the environment standalone, without relying on live websites. This circumvents technical
challenges such as bots being subject to CAPTCHAs, unpredictable content modifications, and
configuration changes, which obstruct a fair comparison across different systems over time.
We achieve realism by using open-source libraries that underlie many in-use sites from several
popular categories and importing data to our environment from their real-world counterparts.

9.2.1 Controlling Agents through High-level Natural Language

The WebArena environment is denoted as E= ⟨S,A,O,T ⟩ with state space S , action space
A (§9.2.4) and observation space O (§9.2.3). The transition function T ∶ S ×AÐ→ S is determin-
istic, and it is defined by the underlying implementation of each website in the environment.
Given a task described as a natural language intent i, an agent issues an action at∈ A based on
intent i, the current observation ot∈ O, the action history at−1

1 and the observation history ot−1
1 .

Consequently, the action results in a new state st+1∈ S and its corresponding observation ot+1∈ O.
We propose a reward function r(aT

1 , s
T
1 ) to measure the success of a task execution, where aT

1

represents the sequence of actions from start to the end time step T , and sT1 denotes all inter-
mediate states. This reward function assesses if state transitions align with the expectations
of the intents. For example, with an intent to place an order, it verifies whether an order has
been placed. Additionally, it evaluates the accuracy of the agent’s actions, such as checking the
correctness of the predicted answer.

9.2.2 Website Selection

To decide which categories of websites to use, we first analyzed approximately 200 examples
from the authors’ actual web browser histories. Each author delved into their browsing histories,
summarizing the goal of particular segments of their browser session. Based on this, we classified
the visited websites into abstract categories. We then identified the four most salient categories
and implemented one instance per category based on this analysis: (1) E-commerce platforms
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Search for museums  
in Pittsburgh

webarena.wikipedia.com

Search for each art 
museum on the Map

webarena.openstreetmap.com

Record the optimized 
results to the repo

webarena.gitlab.com

…

Create an efficient itinerary to visit all of Pittsburgh's art museums with minimal driving distance 
starting from Schenley Park. Log the order in my “awesome-northeast-us-travel” repository

“
”

Figure 9.2: A high-level task that can be fully executed in WebArena. Success requires sophisti-
cated, long-term planning and reasoning. To accomplish the goal (top), an agent needs to (1) find
Pittsburgh art museums on Wikipedia, (2) identify their locations on a map (while optimizing
the itinerary), and (3) update the README file in the appropriate repository with the planned
route.

supporting online shopping activities (e.g., Amazon, eBay), (2) social forum platforms for opinion
exchanges (e.g., Reddit, StackExchange), (3) collaborative development platforms for software
development (e.g., GitLab), and (4) content management systems (CMS) that manage the creation
and revision of the digital content (e.g., online store management).

In addition to these platforms, we selected three utility-style tools that are frequently used
in web-based tasks: (1) a map for navigation and searching for information about points of
interest (POIs) such as institutions or locations (2) a calculator, and (3) a scratchpad for taking
notes. As information-seeking and knowledge acquisition are critical in web-based tasks, we
also incorporated various knowledge resources into WebArena. These resources range from
general information hubs, such as the English Wikipedia, to more specialized knowledge bases,
such as the website user manuals.

Implementation We leveraged open-source libraries relevant to each category to build our
own versions of an E-commerce website (OneStopShop), GitLab, Reddit, an online store content
management system (CMS), a map, and an English Wikipedia. Then we imported sampled data
from their real-world counterparts. As an example, our version of GitLab was developed based
on the actual GitLab project.1 We carefully emulated the features of a typical code repository

1https://gitlab.com/gitlab-org/gitlab
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<li> 
  <div> 
     <a href="..."><img src="..."></a> 
     <div class> 
        <a href="...">Outdoor Patio …
</a> 
        <div> 
              <span>Rating:</span> 
              <div> 
                 <span>82%</span> 
              </div> 
              <a href=“…#reviews">12 
<span>Reviews</span></a> 

webarena.onestopshop.comwebarena.onestopshop.com

RootWebArea ‘Patio, Lawn ..’ 
  link 'Image' 
     img 'Image' 
  link 'Outdoor Patio..’ 
  LayoutTable '' 
      StaticText 'Rating:' 
      generic '82%' 
      link '12 Reviews' 
  StaticText ‘$49.99' 
  button 'Add to Cart’ focusable: True 
  button 'Wish List’ focusable: … 
  button 'Compare’ focusable: …

webarena.onestopshop.com

Figure 9.3: We design the observation to be the URL and the content of a web page, with options
to represent the content as a screenshot (left), HTML DOM tree (middle), and accessibility tree
(right). The content of the middle and right figures are trimmed to save space.

by including both popular projects with many issues and pull requests and smaller, personal
projects. Details of all websites in WebArena can be found in Appendix 9.8.1. We deliver the
environment as dockers and provide scripts to reset the environment to a deterministic initial
state (See Appendix 9.8.2).

9.2.3 Observation Space

We design the observation space to roughly mimic the web browser experience: a web page
URL, the opened tabs , and the web page content of the focused tab. WebArena is the first web
environment to consider multi-tab web-based tasks to promote tool usage, direct comparisons
and references across tabs, and other functionalities. The multi-tab functionality offers a more
authentic replication of human web browsing habits compared to maintaining everything in
a single tab. We provide flexible configuration to render the page content in many modes:
(see Figure 9.3 for an example): (1) the raw web page HTML, composed of a Document Object
Model (DOM) tree, as commonly used in past work [85, 243, 379]; (2) a screenshot, a pixel-based
representation that represents the current web page as an RGB array and (3) the accessibility
tree of the web page.2 The accessibility tree is a subset of the DOM tree with elements that are
relevant and useful for displaying the contents of a web page. Every element is represented as its
role (e.g., a link), its text content, and its properties (e.g., whether it is focusable). Accessibility
trees largely retain the structured information of a web page while being more compact than the
DOM representation.

We provide an option to limit the content to the contents within a viewport for all modes.
2https://developer.mozilla.org/en-US/docs/Glossary/Accessibility_tree
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This ensures that the observation can be input into a text-based model with limited context
length or an image-based model with image size or resolution requirements.

9.2.4 Action Space

Following previous work on navigation and operation in web and embodied environments
[254, 379], we design a compound action space that emulates the keyboard and mouse operations
available on web pages. Figure 9.4 lists all the available actions categorized into three distinct
groups. The first group includes element operations such as clicking, hovering, typing, and key
combination pressing. The second comprises tab-related actions such as opening, closing, and
switching between tabs. The third category consists of URL navigation actions, such as visiting
a specific URL or navigating forward and backward in the browsing history.

Building on these actions, WebArena provides agents with the flexibility to refer to elements
for operation in different ways. An element can be selected by its on-screen coordinates, (x, y),
or by a unique element ID that is prepended to each element. This ID is generated when
traversing the Document Object Model (DOM) or accessibility tree. With element IDs, the
element selection is transformed into an n-way classification problem, thereby eliminating any
disambiguation efforts required from the agent or the underlying implementation. For example,
issuing the action click [1582] clicks the button given the observation of [1582] Add to

Cart. This flexible element selection allows WebArena to support agents designed in various
ways (e.g., accepting input from different modalities) without compromising fair comparison
metrics such as step count.

User Role Simulation Users of the same website often have disparate experiences due to
their distinct roles, permissions, and interaction histories. We emulate this scenario by generating
unique user profiles on each platform. The details can be found in Appendix 9.8.3.

9.3 Benchmark Suite of Web-based Tasks

We provide a benchmark with 812 test examples on grounding high-level natural language
instructions to interactions in WebArena. Each example has a metric to evaluate the functional
correctness of the task execution. In this section, we first formally define the task of controlling
an autonomous agent through natural language. Then we introduce the annotation process of
our benchmark.
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9.3.1 Intent Collection

We focus on curating realistic intents to carry out complex and creative tasks within WebArena.
To start with, our annotators were guided to spend a few minutes exploring the websites to
familiarize themselves with the websites’ content and functionalities. As most of our websites are
virtually identical to their open-web counterparts, despite having sampled data, most annotators
can quickly comprehend the websites.

Next, we instructed the annotators to formulate intents based on the following criteria:
(1) The intent should be abstract and high-level, implying that the task cannot be fulfilled

with merely one or two actions. As an example, instead of “click the science subreddit”,
we encouraged annotators to come up with something more complex like “post a greeting
message on science subreddit”, which involves performing multiple actions.

(2) The intent should be creative. Common tasks such as account creation can be easily thought
of. We encouraged the annotators to add constraints (e.g., “create a Reddit account identical
to my GitLab one”) to make the intents more unique.

(3) The intent should be formulated as a template by making replaceable elements as variables.
The annotators were also responsible for developing several instantiations for each variable.
For example, the intent “create a Reddit account identical to my GitLab one” can be converted
into “create a {{site1}} account identical to my {{site2}} one”, with an instantiation like “{site1:
Reddit, site2: GitLab}” and another like “{site1: GitLab, site2: OneStopShopping}”. Notably,
tasks derived from the same template can have distinct execution traces. The similarity
resides primarily in the high-level semantics rather than the specific implementation.
We also provided a prompt for the annotators to use with ChatGPT3 for inspiration, that

contains an overview of each website and instructs the model to describe potential tasks to be
performed on these sites. Furthermore, we offered a curated list of examples for annotators to
reference.

Intent Analysis In total, we curated 241 templates and 812 instantiated intents. On average,
each template is instantiated to 3.3 examples. The intent distribution is shown in Figure 9.6.

Furthermore, we classify the intents into three primary categories with examples shown in
Figure 9.5:
(1) Information-seeking tasks expect a textual response. Importantly, these tasks in WebArena

often require navigation across multiple pages or focus on user-centric content. This makes
3https://chat.openai.com/
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Action Type Description

noop Do nothing
click(elem) Click at an element
hover(elem) Hover on an element
type(elem, text) Type to an element
press(key_comb) Press a key comb

tab_focus(index) focus on i-th tab
new_tab Open a new tab
tab_close Close current tab

go_back Visit the last URL
go_forward Undo go_back

goto(URL) Go to URL

Figure 9.4: Action Space of WebArena

Category Example

Information
Seeking

When was the last time I bought shampoo

Compare walking and driving time
from AMC Waterfront to Randyland

Site
Navigation

Checkout merge requests assigned to me

Show me the ergonomic chair
with the best rating

Content
&

Config
Post to ask “whether I need a car in NYC”

Delete the reviews from the scammer Yoke

Figure 9.5: Example intents from three categories.

them distinct from open-domain question-answering [220, 447], which focuses on querying
general knowledge with a simple retrieval step. For instance, to answer “When was the last

time I bought the shampoo”, an agent traverses the user’s purchase history, checking order
details to identify the most recent shampoo purchase.

(2) Site navigation: This category is composed of tasks that require navigating through web
pages using a variety of interactive elements such as search functions and links. The objective
is often to locate specific information or navigate to a particular section of a site.

(3) Content and configuration operation: This category encapsulates tasks that require
operating in the web environment to create, revise, or configure content or settings. This
includes adjusting settings, managing accounts, performing online transactions, generating
new web content, and modifying existing content. Examples range from updating a social
media status or README file to conducting online purchases and configuring privacy
settings.

9.3.2 Evaluation Annotation

Evaluating Information Seeking Tasks To measure the correctness of information-seeking
tasks where a textual answer is expected, we provide the annotated answer a∗ for each intent.
The a∗ is further compared with the predicted answer â with one of the following scoring
functions rinfo(â, a∗).
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First, we define exact_match where only â that is identical with a∗ receives a score of one.
This function is primarily applicable to intent types whose responses follow a more standardized
format, similar to the evaluation on question answering literature [347, 447].

Second, we create must_include where any â containing a∗ receives a score of one. This
function is primarily used in when an unordered list of text is expected or where the emphasis
of evaluation is on certain key concepts. In the second example in Table 9.1, we expect both the
correct name and the email address to be presented, irrespective of the precise wording used to
convey the answer.

Finally, we introduce fuzzy_match where we utilize a language model to assess whether â
is semantically equivalent to a∗. Specifically, in this work, we use gpt-4-0613 to perform this
evaluation. The corresponding prompt details are provided in Appendix 9.8.6. The fuzzy_match
function applies to situations where the format of the answer is diverse. For instance, in respond-
ing to “Compare the time for walking and driving route from AMC Waterfront to Randyland”, it is
essential to ensure that driving time and walking time are accurately linked with the correct
terms. The fuzzy_match function could also flexibly match the time “2h58min” with different
forms such as “2 hour 58 minutes”, “2:58” and others.

Evaluating Site Navigation and Content & Config Tasks The tasks in these categories
require accessing web pages that meet certain conditions or performing operations that modify
the underlying data storage of the respective websites. To assess these, we establish reward
functions rprog(s) that programmatically examine the intermediate states s within an execution
trajectory to ascertain whether the outcome aligns with the intended result. These intermediate
states are often the underlying databases of the websites, the status, and the content of a web
page at each step of the execution.

Evaluating each instance involves two components. First, we provide a locator, tasked
with retrieving the critical content pertinent to each intent. The implementation of this lo-
cator varies from a database query, a website-supported API call, to a JavaScript element
selection on the relevant web page, depending on implementation feasibility. For example,
the evaluation process for the intent of the fifth example in Table 9.1, first obtains the URL
of the latest post by examining the last state in the state sequence s. Then it navigates
to the corresponding post page and obtains the post’s content by running the Javascript
“document.querySelector(‘.submission__inner’).outerText”.

Subsequently, we annotate keywords that need to exist within the located content. For
example, the evaluation verifies if the post is correctly posted in the “nyc” subreddit by examining
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Function ID Intent Eval Implementation

rinfo(a∗, â)

1 Tell me the name of the customer who
has the most cancellations in the history exact_match(â, “Samantha Jones”)

2 Find the customer name and
email with phone number 8015551212

must_include(â, “Sean Miller”)
must_include(â, “sean@gmail.com”)

3
Compare walking and driving time
from AMC Waterfront to Randyland

fuzzy_match(â, “walking: 2h58min”)
fuzzy_match(â, “driving: 21min”)

rprog(s)

4
Checkout merge requests

assigned to me

url=locate_current_url(s)

exact_match(URL, “gitlab.com/merge_
requests?assignee_username=byteblaze”)

5 Post to ask “whether I
need a car in NYC”

url=locate_latest_post_url(s)

body=locate_latest_post_body(s)

must_include(URL, “/f/nyc”)
must_include(body,“a car in NYC”)

Table 9.1: We introduce two evaluation approaches. rinfo (top) measures the correctness of
performing information-seeking tasks. It compares the predicted answer â with the annotated
reference a∗ with three implementations. rprog (bottom) programmatically checks whether the
intermediate states during the executions possess the anticipated properties specified by the
intent.

the URL of the post and if the post contains the requested content by examining the post content.
We reuse the exact_match and must_include functions from information-seeking tasks for
this purpose.

Unachievable Tasks Due to constraints such as inadequate evidence, user permissions (§9.8.3),
or the absence of necessary functional support on the website, humans may ask for tasks that are
not possible to complete. Inspired by previous work on evaluating question-answering models
on unanswerable questions [348], we design unachievable tasks in WebArena. For instance,
fulfilling an intent like “Tell me the contact number of OneStopShop” is impracticable in WebArena,
given that the website does not provide such contact information. We label such instances as
"N/A" and expect an agent to produce an equivalent response. These examples allow us to assess
an agent’s ability to avoid making unfounded claims and its adherence to factual accuracy.
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Annotation Process The intents were contributed by the authors following the annotation
guideline in §9.3.1. Every author has extensive experience with web-based tasks. The reference
answers to the information-seeking tasks were curated by the authors and an external annotator.
To ensure consistency and accuracy, each question was annotated twice. If the two annotators
disagreed, a third annotator finalized the annotation. The programs to evaluate the remaining
examples were contributed by three of the authors who are proficient in JavaScript programming.
Difficult tasks were often discussed collectively to ensure the correctness of the annotation. The
annotation required the annotator to undertake the full execution and scrutinize the intermediate
states.

Avg. Time 110s
Success Rateinfo 74.68%
Success Rateothers 81.32%
Success Rateall 78.24%

Human Performance We sample one task from each of the 170
templates and ask five computer science graduate students to perform
these tasks. The human performance is on the right. Overall, the hu-
man annotators complete 78.24% of the tasks, with lower performance
on information-seeking tasks. Through examining the recorded tra-
jectories, we found that 50% of the failures are due to misinterpreting the intent (e.g., providing
travel distance when asked for travel time), incomplete answers (e.g., providing only name
when asked for name and email), and incomplete executions (e.g., partially filling the product
information), while the remaining instances have more severe failures, where the executions are
off-target.

9.4 Baseline Web Agents

We experiment with three LLMs using two prompting strategies, both with two examples in the
context. In the first setting, we ask the LLM to directly predict the next action given the current
observation, the intent and the previously performed action. In the second setting, with the
same information, the model first performs chain-of-thought reasoning steps in the text before
the action prediction (CoT, Wei et al. [428], Yao et al. [452]). Before the examples, we provide a
detailed overview of the browser environment, the allowed actions, and many rules. To make
the model aware of the unachievable tasks, the instruction explicitly asks the agent to stop if it
believes the task is impossible to perform. We refer to this directive as Unachievable hint, or UA
hint. This introduction is largely identical to the guidelines we presented to human annotators
to ensure a fair comparison. We use an accessibility tree with element IDs as the observation
space. The agent can identify which element to interact with by the ID of the element. For
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instance, the agent can issue click [1582] to click the “Add to Cart” button with the ID of
1582. The full prompts can be found in Appendix 9.8.7. The detailed configurations of each
model can be found in Appendix 9.8.5.

9.5 Results

9.5.1 Main Results

CoT UA Hint Model SR SRAC SRUA

✓ ✓ text-bison-001 5.05 4.00 27.78
✗ ✓ GPT-3.5 6.41 4.90 38.89
✓ ✓ GPT-3.5 8.75 6.44 58.33
✓ ✓ GPT-4 11.70 8.63 77.78

✗ ✗ GPT-3.5 5.10 4.90 8.33
✓ ✗ GPT-3.5 6.16 6.06 8.33
✓ ✗ GPT-4 14.41 13.02 44.44

- ✓ Human 78.24 77.30 100.00

Table 9.2: The end-to-end task success rate (SR %)
on WebArena with different prompting strategies.
CoT: the model performs step-by-step reasoning
before issuing the action. UA hint: ask the model
to stop when encountering unachievable questions.

The main results are shown on the top of
Table 9.2. GPT-4 [309] with CoT prompting
achieves a modest end-to-end task success
rate of 11.70%, which is significantly lower
than the human performance of 78.24%.
GPT-3.5 [307] with CoT prompting is only
able to successfully perform 8.75% of the
tasks. The explicit reasoning procedure is
somewhat helpful, it brings 2.34% improve-
ment over the version without it. Further,
text-bison-001 [20] underperforms GPT-
3.5, with a success rate of 5.05%. These
results underline the inherent challenges
and complexities of executing tasks that
span long horizons, particularly in realistic
environments such as WebArena.

9.5.2 Analysis

Domodels knowwhen to stop? In our error analysis of the execution trajectories, we observe
a prevalent error pattern of early stopping due to the model’s conclusion of unachievability. For
instance, GPT-4 erroneously identifies 54.9% of feasible tasks as impossible. This issue primarily
stems from the UA hint in the instruction, while this hint allows models to identify unachievable
tasks, it also hinders performance on achievable tasks. To address this, we conduct an ablation
study where we remove this hint. We then break down the success rate for both achievable and
unachievable tasks. As shown in Table 9.2, eliminating this instruction led to a performance
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boost in achievable tasks, enhancing the overall task success rate of GPT-4 to 14.41%. Despite
an overall decline in identifying unachievable tasks, GPT-4 retains the capacity to recognize
44.44% of such tasks. It does so by generating reasons of non-achievability, even without explicit
instructions. On the other hand, GPT-3.5 rarely exhibits this level of reasoning. Instead, it tends
to follow problematic patterns such as hallucinating incorrect answers, repeating invalid actions,
or exceeding the step limits. This result suggests that even subtle differences in instruction
design can significantly influence the behavior of a model in performing interactive tasks in
complex environments.
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Table 9.3: Distribution of
success rates on templates
with ≥ 1 successful execu-
tions on gpt models (no UA
hint).

Can a model maintain consistent performance across sim-
ilar tasks? Tasks that originate from the same template usually
follow similar reasoning and planning processes, even though
their observations and executions will differ. We plot a histogram
of per-template success rates for our models in Table 9.3. Of the
61 templates, GPT-4 manages to achieve a 100% task success rate
on only four templates, while GPT-3.5 fails to achieve full task
completion for any of the templates. In many cases, the models are
only able to complete one task variation with a template. These
observations indicate that even when tasks are derived from the
same template, they can present distinct challenges. For instance,
while “Fork metaseq” can be a straightforward task, “Fork all repos
from Facebook” derived from the same template requires more
repetitive operations, hence increasing its complexity. Therefore, WebArena provide a testbed to
evaluate more sophisticated methods. In particular, those that incorporate memory components,
enabling the reuse of successful strategies from past experiments [417, 496]. More error analysis
with examples can be found in Appendix 9.8.8.

9.6 Related Work

Benchmarks for Controlling Agents through Natural Language Controlling agents via
natural language in the digital world have been studied in the literature [46, 85, 243, 254, 379, 405,
442]. However, the balance between functionality, authenticity, and support for environmental

dynamics remains a challenge. Existing benchmarks often compromise these aspects, as shown
in Table 9.4. Some works rely on static states, limiting agents’ explorations and functional
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Benchmark
Dynamic

Interaction?
Realistic

Environment?
Diverse

Human Tasks?
Functional
Correctness?

Mind2Web [85] ✗ ✓ ✓ ✗

Form/QAWoB [379] ✗ ✓ ✓ ✗

MiniWoB++ [254] ✓ ✗ ✗ ✓

Webshop [450] ✓ ✗ ✗ ✓

ALFRED [383] ✓ ✗ ✗ ✓

VirtualHome [332] ✗ ✗ ✓ ✗

AndroidEnv [405] ✓ ✓ ✗ ✗

WebArena ✓ ✓ ✓ ✓

Table 9.4: The comparison between our benchmark and existing benchmarks on grounding
natural language instructions to concrete executions. Our benchmark is implemented in our
fully interactable highly-realistic environment. It features diverse tasks humans may encounter
in their daily routines. We design evaluation metrics to assess the functional correctness of task
executions.

correctness evaluation [85, 379], while others simplify real-world complexities, restricting task
variety [254, 450]. While AndroidEnv [405] replicates an Android setup, it does not guarantee
the reproducibility since live Android applications are used. [214, 332, 383] and extends to
gaming environments [101, 219], where the environment mechanisms often diverge from human
objectives.

Interactive Decision-Making Agents [296] introduce WebGPT which searches the web
and reads the search results to answer questions. [133] propose a web agent that decomposes
tasks into more manageable sub-tasks and synthesizes Javascript code for the task executions.
Adding a multi-modal dimension, [227] and [376] develop agents that predict actions based
on screenshots of web pages rather than relying on the text-based DOM trees. Performing
tasks in interactive environments requires the agents to exhibit several capabilities including
hierarchical planning, state tracking, and error recovery. Existing works [166, 241, 267] observe
LLMs could break a task into more manageable sub-tasks [497]. This process can be further
refined by representing task executions as programs, a technique that aids sub-task management
and skill reuse [114, 245, 417, 496]. Meanwhile, search and backtracking methods introduce a
more structured approach to planning while also allowing for decision reconsideration [261,

221



454]. Existing works also incorporate failure recovery, self-correction [206, 382], observation
summarization [393] to improve execution robustness. The complexity of WebArena presents a
unique challenge and opportunity for further testing and improvement of these methods.

9.7 Conclusion

We present WebArena, a highly-realistic, standalone, and reproducible web environment designed
for the development and testing of autonomous agents. WebArena includes fully functional web
applications and genuine data from four major categories, providing a realistic platform for agent
interaction. It further supports a wide range of tools and external knowledge bases, fostering
a focus on human-like problem-solving. Additionally, we curate a comprehensive benchmark
consisting of 812 examples that focus on translating high-level natural language intents into
specific web interactions. We also offer metrics to programmatically ascertain whether tasks
have been completed according to the desired objectives. Our experiments show that even GPT-4
only achieves a limited end-to-end task success rate of 14.41%, significantly lagging behind the
human performance of 78.24%. These findings underscore the need for future research to focus
on enhancing the robustness and efficacy of autonomous agents within WebArena environment.

9.8 Technical Details

9.8.1 Website Implementation

Given the selected websites described in §9.2.2, we make the best attempt to reproduce the func-
tionality of commonly used sites in a reproducible way. To achieve this, we utilized open-source
frameworks for the development of the websites across various categories and imported data
from their real-world counterparts. For the E-commerce category, we constructed a shopping
website with approximately 90k products, including the prices, options, detailed product de-
scriptions, images, and reviews, spanning over 300 product categories. This website is developed
using Adobe Magento, an open-source e-commerce platform4. Data resources were obtained
from data from actual online sites, such as that included in the Webshop data dump[450]. As for
the social forum platform, we deployed an open-source software Postmill5, the open-sourced

4https://github.com/magento/magento2
5https://postmill.xyz/
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counterpart of Reddit6. We sampled from the top 50 subreddits7. We then manually selected
many subreddit for northeast US cities as well as subreddit for machine learning and deep
learning-related topics. This manual selection encourages cross-website tasks such as seeking
information related to the northeast US on both Reddit and the map. In total, we have 95
subreddits, 127390 posts, and 661781 users. For the collaborative software development platform,
we choose GitLab8. We heuristically simulate the code repository characteristics by sampling at
least ten repositories for every programming language: 80% of them are sampled from the set of
top 90 percentile wrt stars repos using a discrete probability distribution weighted proportional
to their number of stars; the remaining are sampled from the bottom ten percentile set using
similar weighted distribution. This is done to ensure fair representation of repos of all kinds,
from popular projects with many issues and pull requests to small personal projects. In total,
we have 300 repositories and more than 1000 accounts with at least one commit to a repository.
For the content management system, we adapted Adobe Magento’s admin portal, deploying
the sample data provided in the official guide. We employ OpenStreetMap9 for map service
implementation, confining our focus to the northeast US region due to data storage constraints.
We implement a calculator and a scratchpad ourselves.

Lastly, we configure the knowledge resources as individual websites, complemented with
search functionality for efficient information retrieval. Specifically, we utilize Kiwix10 to host an
offline version of English Wikipedia with a knowledge cutoff of May 2023. The user manuals for
GitLab and Adobe Commerce Merchant documentation are scraped from the official websites.

9.8.2 Environment Delivery and Reset

One goal for our evaluation environment is ease of use and reproducibility. As a result, we
deploy our websites in separate Docker images 11, one per website. The Docker images are
fully self-contained with all the code of the website, database, as well as any other software
dependencies. They also do not rely on external volume mounts to function, as the data of
the websites are also part of the docker image. This way, the image is easy to distribution
containing all the pre-populated websites for reproducible evaluation. End users can download

6https://www.reddit.com/
7https://redditlist.com/sfw.html
8https://gitlab.com/gitlab-org/gitlab
9https://www.openstreetmap.org/
10https://www.kiwix.org/en/
11https://www.docker.com/
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our packaged Docker images and run them on their systems and re-deploy the exact websites
together with the data used in our benchmarks for their local benchmarking.

Since some evaluation cases may require the agent to modify the data contained in the
website, e.g., creating a new user, deleting a post, etc., it is crucial to be able to easily reset the
website environment to its initial state. With Docker images, the users could stop and delete the
currently running containers for that website and start the container from our original image
again to fully reset the environment to the initial state. Depending on the website, this process
may take from a few seconds to one minute. However, not all evaluation cases would require an
environment reset, as many of the intents are information gathering and are read-only for the
website data. Also, combined with the inference time cost for the agent LLMs, we argue that
this environment reset method, through restarting Docker containers from the original images,
will have a non-negligible but small impact on evaluation time.

9.8.3 User Roles Simulation

Users of the same website often have disparate experiences due to their distinct roles, permissions,
and interaction histories. For instance, within an E-commerce CMS, a shop owner might possess
full read and write permissions across all content, whereas an employee might only be granted
write permissions for products but not for customer data. We aim to emulate this scenario by
generating unique user profiles on each platform.

On the shopping site, we created a customer profile that has over 35 orders within a span of
two years. On GitLab, we selected a user who maintains several popular open-source projects
with numerous merge requests and issues. This user also manages a handful of personal projects
privately. On Reddit, our chosen profile was a user who actively participates in discussions, with
many posts and comments. Lastly, on our E-commerce CMS, we set up a user profile for a shop
owner who has full read-and-write access to all system contents.

All users are automatically logged into their accounts using a pre-cached cookie. To our
best knowledge, this is the first publicly available agent evaluation environment to implement
such a characteristic. Existing literature typically operates under the assumption of universally
identical user roles [85, 254, 379].

9.8.4 Intent Distribution

The distribution of intents across the websites are shown in Figure 9.6.
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Figure 9.6: The intent distribution across different websites. Cross-site intents necessitate
interacting with multiple websites. Notably, regardless of the website, all user intents require
interactions with multiple web pages.

CoT UA Hint Model SR

✓ ✗ GPT-3.5 6.28

Table 9.5: The task success rate (SR %) of GPT-3.5-turbo-16k-0613 with temperature 0.0.

9.8.5 Experiment Configurations

We experiment with GPT-3.5-turbo-16k-0613, GPT-4-0613, and text-bison-001 with a temper-
ature of 1.0 and a top-p parameter of 0.9. The maximum number of state transitions is set to 30.
We halt execution if the same action is repeated more than three times on the same observation
or if the agent generates three consecutive invalid actions. These situations typically indicate a
high likelihood of execution failure and hence warrant early termination. For text-bison-001,
we additionally allow ten retries until it generates a valid action.

Primarily, we use a high temperature of 1.0 to encourage the exploration. To aid replicating
the results, we provide the results of GPT-3.5-turbo-16k-0613 with temperature 0.0 in Table 9.5
and the execution trajectories in our code repository.
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9.8.6 Prompt for fuzzy_match

Help a teacher to grade the answer of a student given a question. Keep in mind that the student
may use different phrasing or wording to answer the question. The goal is to evaluate whether
the answer is semantically equivalent to the reference answer.
question: {{intent}}
reference answer: {{reference answer}}
all the string ’N/A’ that you see is a special sequence that means ’not achievable’
student answer: {{prediction}}
Conclude the judgement by correct/incorrect/partially correct.
Predictions that are judged as “correct” will receive a score of one, while all other predictions

will receive a score of zero.

9.8.7 The Prompts of the Baseline Web Agents

The system message of the reasoning agent for both GPT-3.5 and GPT-4 is in Figure 9.7, and two
examples are in Figure 9.8. The system message of the direct agent for GPT-3.5 is in Figure 9.9
and the two examples are in Figure 9.10. UA hint refers to the instruction of “ If you believe the
task is impossible to complete, provide the answer as "N/A" in the bracket.”. We remove this
sentence in our ablation studies.

9.8.8 Additional Error Analysis

Observation Bias Realistic websites frequently present information on similar topics across
various sections to ensure optimal user accessibility. However, a GPT-4 agent often demonstrates
a tendency to latch onto the first related piece of information it encounters without sufficiently
verifying its relevance or accuracy. For instance, the homepage of the E-Commerce CMS displays
the best-selling items based on recent purchases, while historical best-seller data is typically
accessed via a separate report. Presented with the task of “What is the top-1 best-selling product in

2022”, the GPT-4 agent defaults to leveraging the readily available information on the homepage,
bypassing the necessary step of generating the report to obtain the accurate data.

Failures inObservation Interpretation Interestingly, while GPT-4 is capable of summarizing
the observations, it occasionally overlooks more granular information, such as the previously
entered input. As in the right-hand example of Figure 9.11, [5172] StaticText indicates that
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You are an autonomous intelligent agent tasked with navigating a web browser. You will be given web-based tasks. These tasks will be
accomplished through the use of specific actions you can issue.

Here’s the information you’ll have:
The user’s objective: This is the task you’re trying to complete.
The current web page’s accessibility tree: This is a simplified representation of the webpage, providing key information.
The current web page’s URL: This is the page you’re currently navigating.
The open tabs: These are the tabs you have open.
The previous action: This is the action you just performed. It may be helpful to track your progress.

The actions you can perform fall into several categories:
Page Operation Actions
ˋclick [id]ˋ: This action clicks on an element with a specific id on the webpage.
ˋtype [id] [content] [press_enter_after=0|1]ˋ: Use this to type the content into the field with id. By default, the "Enter" key is pressed after
typing unless press_enter_after is set to 0.
ˋhover [id]ˋ: Hover over an element with id.
ˋpress [key_comb]ˋ: Simulates the pressing of a key combination on the keyboard (e.g., Ctrl+v).
ˋscroll [direction=down|up]ˋ: Scroll the page up or down.

Tab Management Actions:
ˋnew_tabˋ: Open a new, empty browser tab.
ˋtab_focus [tab_index]ˋ: Switch the browser’s focus to a specific tab using its index.
ˋclose_tabˋ: Close the currently active tab.

URL Navigation Actions:
ˋgoto [url]ˋ: Navigate to a specific URL.
ˋgo_backˋ: Navigate to the previously viewed page.
ˋgo_forwardˋ: Navigate to the next page (if a previous
ˋgo_backˋ action was performed).

Completion Action:
ˋstop [answer]ˋ: Issue this action when you believe the task is complete. If the objective is to find a text-based answer, provide the answer in
the bracket. If you believe the task is impossible to complete, provide the answer as "N/A" in the bracket.

Homepage:
If you want to visit other websites, check out the homepage at http://homepage.com. It has a list of websites you can visit.
http://homepage.com/password.html lists all the account names and passwords for the websites. You can use them to log in to the websites.

To be successful, it is very important to follow the following rules:
1. You should only issue an action that is valid given the current observation
2. You should only issue one action at a time.
3. You should follow the examples to reason step by step and then issue the next action.
4. Generate the action in the correct format. Start with a "In summary, the next action I will perform is“ phrase, followed by action inside
ˋˋˋˋˋˋ. For example, "In summary, the next action I will perform is ˋˋˋclick [1234]ˋˋˋ”.
5. Issue stop action when you think you have achieved the objective. Don’t generate anything after stop."""

Figure 9.7: The system message of the reasoning agent. This message has a general explanation
of the task, the available actions, and some notes on avoiding common failures.

227



example_user
OBSERVATION:
[1744] link ’HP CB782A#ABA 640 Inkjet Fax Machine (Renewed)’
[1749] StaticText ’$279.49’
[1757] button ’Add to Cart’
[1760] button ’Add to Wish List’
[1761] button ’Add to Compare’

URL: http://onestopmarket.com/office-products/office-electronics.html
OBJECTIVE: What is the price of HP Inkjet Fax Machine
PREVIOUS ACTION: None

example_assistant
Let’s think step-by-step. This page lists the information of HP Inkjet Fax Machine, which is the product identified
in the objective. Its price is $279.49. I think I have achieved the objective. I will issue the stop action with the
answer. In summary, the next action I will perform is ˋˋˋstop [$279.49]ˋˋˋ

example_user
OBSERVATION:
[164] textbox ’Search’ focused: True required: False
[171] button ’Go’
[174] link ’Find directions between two points’
[212] heading ’Search Results’
[216] button ’Close’
URL: http://openstreetmap.org
OBJECTIVE: Show me the restaurants near ABC
PREVIOUS ACTION: None

example_assistant
Let’s think step-by-step. This page has a search box whose ID is [164]. According to the nominatim rule of
openstreetmap, I can search for the restaurants near a location by r̈estaurants near̈. I can submit my typing by
pressing the Enter afterwards. In summary, the next action I will perform is ˋˋˋtype [164] [restaurants near ABC]
[1]ˋˋˋ

Figure 9.8: The two examples provided as example_user and example_assistant for the
reasoning agent. Before issuing the action, the agent first perform reasoning.
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You are an autonomous intelligent agent tasked with navigating a web browser. You will be given web-based tasks. These tasks will be
accomplished through the use of specific actions you can issue.

Here’s the information you’ll have:
The user’s objective: This is the task you’re trying to complete.
The current web page’s accessibility tree: This is a simplified representation of the webpage, providing key information.
The current web page’s URL: This is the page you’re currently navigating.
The open tabs: These are the tabs you have open.
The previous action: This is the action you just performed. It may be helpful to track your progress.

The actions you can perform fall into several categories:
Page Operation Actions
ˋclick [id]ˋ: This action clicks on an element with a specific id on the webpage.
ˋtype [id] [content] [press_enter_after=0|1]ˋ: Use this to type the content into the field with id. By default, the "Enter" key is pressed after
typing unless press_enter_after is set to 0.
ˋhover [id]ˋ: Hover over an element with id.
ˋpress [key_comb]ˋ: Simulates the pressing of a key combination on the keyboard (e.g., Ctrl+v).
ˋscroll [direction=down|up]ˋ: Scroll the page up or down.

Tab Management Actions:
ˋnew_tabˋ: Open a new, empty browser tab.
ˋtab_focus [tab_index]ˋ: Switch the browser’s focus to a specific tab using its index.
ˋclose_tabˋ: Close the currently active tab.

URL Navigation Actions:
ˋgoto [url]ˋ: Navigate to a specific URL.
ˋgo_backˋ: Navigate to the previously viewed page.
ˋgo_forwardˋ: Navigate to the next page (if a previous
ˋgo_backˋ action was performed).

Completion Action:
ˋstop [answer]ˋ: Issue this action when you believe the task is complete. If the objective is to find a text-based answer, provide the answer in
the bracket. If you believe the task is impossible to complete, provide the answer as "N/A" in the bracket.

Homepage:
If you want to visit other websites, check out the homepage at http://homepage.com. It has a list of websites you can visit.
http://homepage.com/password.html lists all the account name and password for the websites. You can use them to log in to the websites.

To be successful, it is very important to follow the following rules:
To be successful, it is very important to follow the following rules:
1. You should only issue an action that is valid given the current observation
2. You should only issue one action at a time.
3. Generate the action in the correct format. Always put the action inside a pair of ˋˋˋ. For example, ˋˋˋclick [1234]ˋˋˋ
4. Issue stop action when you think you have achieved the objective. Don’t generate anything after stop."""

Figure 9.9: The system message of the direct agent. This message has the general explanation
of the task, the available actions and some notes on avoiding common failures.
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example_user
OBSERVATION:
[1744] link ’HP CB782A#ABA 640 Inkjet Fax Machine (Renewed)’
[1749] StaticText ’$279.49’
[1757] button ’Add to Cart’
[1760] button ’Add to Wish List’
[1761] button ’Add to Compare’

URL: http://onestopmarket.com/office-products/office-electronics.html
OBJECTIVE: What is the price of HP Inkjet Fax Machine
PREVIOUS ACTION: None

example_assistant
ˋˋˋstop [$279.49]ˋˋˋ

example_user
OBSERVATION:
[164] textbox ’Search’ focused: True required: False
[171] button ’Go’
[174] link ’Find directions between two points’
[212] heading ’Search Results’
[216] button ’Close’
URL: http://openstreetmap.org
OBJECTIVE: Show me the restaurants near ABC
PREVIOUS ACTION: None

example_assistant
ˋˋˋtype [164] [restaurants near ABC] [1]ˋˋˋ

Figure 9.10: The two examples provided as example_user and example_assistant for the
direct agent. The agent directly emits the next action given the observation.
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[2430] searchbox 'Search query' 
    [5172] StaticText 'DMV area'

[2361] link 'Projects 0' 
[2365] link 'Users 1' 
[2070] heading " We couldn't 
find any projects matching 
Facebook"

Figure 9.11: Two examples where the GPT-4 agent failed, along with their screenshot and the
accessibility tree of the relevant sections (grey). On the left, the agent fails to proceed to the
“Users” section to accomplish the task of “Fork all Facebook repos”; on the right, the agent
repeats entering the same search query even though the observation indicates the input box is
filled.
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the search term “DMV area” has already been entered. However, the agent disregards this detail
and continuously issues the command type [2430] [DMV area] until it reaches the maximum
step limit. Furthermore, the agent often neglects the previous action information that is provided
alongside the observation.

We hypothesize that these observed failures are related to the current pretraining and
supervised fine-tuning on dialogues employed in GPT models [312]. These models are primarily
trained to execute instructions given immediate observations (i.e.,, the dialogue history); thereby,
they may exhibit a lack of explorations. Furthermore, in dialogue scenarios, subtle differences in
NL expressions often have less impact on the overall conversation. As a result, models may tend
to overlook minor variations in their observations.
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Chapter 10

Beyond Simple Browsing Agent

From our previous work on WebArena, we find that current LLMs struggle at navigating web
pages through the observations used commonly by humans. However, we argue that since
the Web UI is mostly designed with a focus on real-human user experience, there might be
some designs that may seem natural to human users yet pose a big challenge to AI agents. For
example, a cleaner design using a lot of icons instead of descriptive text may be intuitive for
humans but not for AI agents; a web page containing a lot of animations and transitions for
aesthetics; or even a webpage riddled with advertisements for human consumption.

In the previous chapter, we mainly explored browsing-only agent infrastructure, including
how to represent the observation and action space of a web browser and the best practices of
using LLMs to predict the next actions to take, as well as proposing a new execution-based,
realistic benchmark for web browsing tasks. These agents are implemented in a few-shot
in-context learning fashion with powerful large language models (LLMs) such as GPT-4 and
PALM-2. Experiment results show that the best GPT-4 agent performance is somewhat limited,
with an end-to-end task success rate of only 14.41%, while the human performance is 78.24%.
Even though web browsing is a natural way of interacting with computers for humans, it may
not necessary be the best interface for LLM agents, as the representation of the current webpage,
either being HTML source code or screenshots are sometimes too complex and contains a lot of
irrelevant distractors for LLM consumption. Besides, they also tend to take up a lot of valuable
context length available to the LLM input. At the same time, software is one of the most powerful
tools that we humans have at our disposal; it allows a skilled programmer to interact with the
world in complex and profound ways. We argue that coding and web browsing combined in
agents provide the best of both worlds. In this chapter, we discuss how to extend beyond only
simple web browsing to enable more capable agents to solve a broader horizon of more realistic
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tasks, and presenting a even more consequential task agent benchmark for more challenging
and professional oriented scenarios.

10.1 Platform: OpenHands Agent Framework

Software is one of the most powerful tools that we humans have at our disposal; it allows a skilled
programmer to interact with the world in complex and profound ways. At the same time, thanks
to improvements in large language models (LLMs), there has also been a rapid development in
AI agents that interact with and affect change in their surrounding environments.

AI agents nowadays are moving towards performing complex tasks such as developing
software [183], navigating real-world websites [498], doing household chores [5], or even
performing scientific research [41, 400].

As AI agents become capable of tackling complex problems, their development and evaluation
have also become challenging. There are numerous recent efforts in creating open-source
frameworks that facilitate the development of agents [64, 163, 433]. These agent frameworks
generally include: 1) interfaces through which agents interact with the world (such as JSON-
based function calls or code execution), 2) environments in which agents operate, and 3)
interaction mechanisms for human-agent or agent-agent communication. These frameworks
streamline and ease the development process in various ways (Table 10.1).

When designing AI agents, we can also consider how human interacts with the world. The
most powerful way in which humans currently interact with the world is through software –
software powers every aspect of our life, supporting everything from the logistics for basic needs
to the advancement of science, technology, and AI itself. Given the power of software, as well as
the existing tooling around its efficient development, use, and deployment, it provides the ideal
interface for AI agents to interact with the world in complex ways. However, building agents
that can effectively develop software comes with its own unique challenges. How can we enable
agents to effectively create and modify code in complex software systems? How can we provide
them with tools to gather information on-the-fly to debug problems or gather task-requisite
information? How can we ensure that development is safe and avoids negative side effects on the
users’ systems?

In this section, we introduce OpenHands, a platform for the development of powerful and
flexible AI agents that interact with the world in similar ways to those of a human developer:
by writing code, interacting with a command line, and browsing the web. We describe how
the platform allows for the implementation of new agents, safe interaction with sandboxed
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Table 10.1: Comparison of different AI agent frameworks. Swe refers to ‘software engineering’.
Standardized tool library: if framework contains reusable tools for different agent implemen-
tations; Built-in sandbox & code execution: if it supports sandboxed execution of arbitrary
agent-generated code; Built-in web browser: if it provides agents access to a fully functioning
web browser; Human-AI collaboration: if it enables multi-turn human-AI collaboration (e.g.,,
human can interrupt the agent during task execution and/or provide additional feedback and in-
structions); AgentHub: if it hosts implementations of various agents; Evaluation Framework:
if it offers systematic evaluation of implemented agents on challenging benchmarks; Agent
QC (Quality Control): if the framework integrates tests to ensure overall framework software
quality.

Framework Domain
Graphic

User Interface
Standardized
Tool Library

Built-in Sandbox
& Code Execution

Built-in Web
Browser

Multi-agent
Collaboration

Human-AI
Collaboration

AgentHub
Evaluation
Framework

Agent
QC

AutoGPT [124] General " % % % % % " % "

LangChain [60] General % " %∗ %∗ % % " % %

MetaGPT [163] General % " % " " % " % "

AutoGen [433] General % " " " " " " " %

AutoAgents [64] General % % % % " % % % %

Agents [499] General % % % % " " % % %

Xagents [402] General " " % " " % " % %

OpenAgents [436] General " % " " % % " % %

GPTSwarm [501] General % " % % " " % % %

AutoCodeRover [485] SWE % % " % % % % % %

SWE-Agent [445] SWE % % " % % % % % %

OpenHands General " " " " " " " " "

* No native support. Third-party commercial options are available.

environments for code execution, coordination between multiple agents, and incorporation of
evaluation benchmarks. This is a community-driven platform designed for the development of
generalist and specialist AI agents that interact with the world through software. It features:

(1) An interaction mechanism which allows user interfaces, agents, and environments to
interact through an event stream architecture that is powerful and flexible.

(2) A runtime environment that consists of a docker-sandboxed operating system with a bash
shell, a web browser, and IPython server that the agents can interact with.

(3) An interface allowing the agent to interact with the environment in a manner similar
to actual software engineers. We provide the capability for agents to a) create and edit
complex software, b) execute arbitrary code in the sandbox, and c) browse websites to collect
information.

(4) Multi-agent delegation, allowing multiple specialized agents to work together.

(5) Evaluation framework, facilitating the evaluation of agents across a wide range of tasks.

Importantly, OpenHands is not just a conceptual framework, but it also includes a compre-
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Figure 10.1: OpenHands User Interface (UI) allows users to view files, check executed bash
commands/Python code, observe the agent’s browser activity, and directly interact with the
agent.
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Agent
produce new action

[1] Message (source=user)

Can you create a list of numbers from 1 to 10, and 
create a web page to display them at port 5000?

[2] IPythonRunCellAction (source=agent)

Sure! Let me create a file first:

<execute_ipython>



</execute_ipython>

Event History

[Past Action(s) & Observation(s)]

[3] IPythonRunCellObservation

[File: /workspace/app.py (1 lines total)]

1|

[File app.py created.]

[4] IPythonRunCellAction (source=agent)

I will write the Python code for starting a server.

<execute_ipython>



</execute_ipython>

Action
EDITED_CODE=\"\"\"[Omitted for Brevity]\"\"\"
edit_file(start=1, end=1, content=EDITED_CODE)

create_file('app.py')

[5] IPythonRunCellObservation

[... Omitted for Brevity ...]

4|@app.route('/')

5|def index():

6|    numbers = list(range(1, 11))

7|    return str(numbers)

[... Omitted for Brevity ...] [File updated.]

[6] CmdRunAction (source=agent)

I have created a Python file `app.py` that will 
display a list of numbers from 1 to 10 when you run 
it. Let me run the server for you:

<execute_bash>

python3 app.py > server.log 2>&1 &

cat server.log

</execute_bash>

[7] CmdRunObservation

[1] 124

* Serving Flask app 'app'

 * Debug mode: off

WARNING: This is a development server. Do not 
use it in a production deployment. Use a 
production WSGI server instead.

 * Running on http://127.0.0.1:5000

Press CTRL+C to quit

[8] BrowseInteractiveAction (source=agent)

The server is running on port 5000 with PID 124. Let 
me browse to the page at http://127.0.0.1:5000

<execute_browse>

goto("http://127.0.0.1:5000")

</execute_browse>

 [9] BrowserOutputObservation

 [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]

Docker Sandbox

Interactive Python 
(IPython) Server

Bash Shell

Browser

Playwright Chromium

Observation

where each Action execution 
leads to an Observation

Event Stream: List[Action_1, 
Observation_1, Action_2, ...]

Agent: Event History -> Action

Runtime: Action -> Observation

Abstraction

where all Action-Observation(s) are tracked

Event Stream Agent RuntimeUser Interface
Command Line

Web UI

IDE Plugins

[...]

Multi-turn 

User-Agent

Interaction

OpenHands-maintained

Action Execution API

Action

OpenHands automatically install 
“action execution API” into user-
provided arbitrary docker images

Figure 10.2: OpenHands consists of 3 main components: 1)Agent abstractionwhere community
can contribute different implementation of agents into agenthub); 2) Event stream for tracking
history of actions and observations; 3) Runtime to execute all actions into observations.

hensive and immediately usable implementation of agents, environments, and evaluations. As
of this writing, OpenHands includes an agent hub with over 10 implemented agents, including a
strong generalist agent implemented based on the CodeAct architecture [419], with additions
for web browsing [373] and code editing specialists [445]. Interaction with users is implemented
through a chat-based user interface that visualizes the agent’s current actions and allows for real-
time feedback (Figure 10.1). Furthermore, the evaluation framework currently supports more
than 15 benchmarks, which we use to evaluate our agents. Based on our currently incorporated
benchmarks, we perform an evaluation of agents over 15 challenging tasks, including software
engineering (e.g.,, Swe-bench) and web browsing (e.g.,, WebArena), among others. Released
under the permissive MIT license, OpenHands is a community project spanning academia and
industry with more than 2.1K contributions from over 188 contributors. I am a core contributor
leading the browsing infrastructure as well as the browsing agents.

We next describe using OpenHands in detail. In particular, we discuss 1) how to define and
implement an agent, 2) how each action execution leads to an observation, 3) how to reliably
manage and extend commonly used skills for agents , and 4) how to compose multiple agents
together for task solving. Figure 10.2 provides an overview.
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10.1.1 Agent Definition and Implementation

An agent can perceive the state of the environment (e.g.,, prior actions and observations) and
produce an action for execution while solving a user-specified task.
The State and Event Stream. In OpenHands, the state is a data structure that encapsulates all
relevant information for the agent’s execution. A key component of this state is the event stream,
which is a chronological collection of past actions and observations, including the agent’s own
actions and user interactions (e.g.,, instructions, feedback). In addition to the event stream, the
state incorporates auxiliary information for agent’s operation, such as the accumulative cost of
LLM calls, metadata to track multi-agent delegation, and other execution-related parameters.
Actions. Inspired by CodeAct [419], OpenHands connects an agent with the environment
through a core set of general actions. Actions IPythonRunCellAction and CmdRunAction

enable the agent to execute arbitrary Python code and bash commands inside the sandbox
environment (e.g.,, a securely isolated Linux operating system). BrowserInteractiveAction
enables interaction with a web browser with a domain-specific language for browsing introduced
by BrowserGym [94]. These actions were chosen to provide a comprehensive yet flexible set of
primitives covering most tasks performed by human software engineers and analysts. The action
space based on programming languages (PL) is powerful and flexible enough to perform any task
with tools in different forms (e.g.,, Python function, REST API, etc.) while being reliable and easy
to maintain [419] . This design is also compatible with existing tool-calling agents that require a
list of pre-defined tools [60]. That is, users can easily define tools using PL supported in primitive
actions (e.g.,, write a Python function for calculator) and make those tools available to the agent
through JSON-style function-calling experiences [335]. Moreover, the framework’s powerful
PL-based primitives further make it possible for the agents to create tools by themselves (e.g.,,
by generating Python functions, [477]) when API to complete the task is unavailable. These
core PL-based actions can be composed into a diverse set of tools.
Observations. Observations describe the environmental changes (e.g.,, execution result of prior
actions, text messages from the human user etc.) that the agent observes.
Implement a NewAgent. The agent abstraction is designed to be simple yet powerful, allowing
users to create and customize agents for various tasks easily. The core of the agent abstraction
lies in the step function, which takes the current state as input and generates an appropriate
action based on the agent’s logic. By providing this abstraction, OpenHands allows the users to
focus on defining desired agent behavior and logic without worrying about the low-level details
of how actions are executed.
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10.1.2 Agent Runtime: How Execution of Actions Results in Observa-

tions

Agent Runtime provides a general environment that equips the agent with an action space
comparable to that of human software developers, enabling OpenHands agents to tackle a wide
range of software development and web-based tasks, including complex software development
workflows, data analysis projects, web browsing tasks, and more. It allows the agent to access a
bash terminal to run code and command line tools, utilize a Jupyter notebook for writing and
executing code on-the-fly, and interact with a web browser for web-based tasks (e.g.,, information
seeking).
Docker Sandbox. For each task session, OpenHands spins up a securely isolated docker
container sandbox, where all the actions from the event stream are executed. OpenHands
connects to the sandbox through a REST API server running inside it (i.e., the OpenHands action
execution API), executes arbitrary actions (e.g., bash command, python code) from the event
stream, and returns the execution results as observations. A configurable workspace directory
containing files the user wants the agent to work on is mounted into that secure sandbox for
OpenHands agents to access.
OpenHands Action Execution API. OpenHands maintains an API server that runs inside the
docker sandbox to listen for action execution requests from the event stream. The API server
maintains:
(1) A bash shell that connects with the operating system environment (specified by the docker

image) for command execution.

(2) A Jupyter IPython server to handle interactive python [169] code execution requests and
return the execution results back to the event stream.

(3) A Chromium browser based on [325]. The provider provides a set of action primitives
defined by BrowserGym [94, 373], such as navigation, clicking, typing, and scrolling. After
executing these actions, the browser runtime provides a rich set of observations about the
current state of the browser, including HTML, DOM, accessibility tree [286], screenshot,
opened tabs, etc.. These observations can be also augmented with configurable attributes that
could allow agents to better understand web page observations, such as using a set-of-marks
on screenshot [146, 444], visible element marking, focused element, interactable element
marking, in-viewport element filtering [498], etc..

Arbitrary Docker Image Support. OpenHands allows agents to run on arbitrary operat-
ing systems with different software environments by supporting runtime based on arbitrary
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docker images. OpenHands implements a build mechanism that takes a user-provided arbitrary
docker image and installs OpenHands action execution API into that image to allow for agent
interactions.

10.1.3 Agent Skills: The Extensible Agent-Computer Interface

SWE-Agent [445] highlights the importance of a carefully crafted Agent-Computer Interface
(ACI, i.e.,, specialized tools for particular tasks) in successfully solving complex tasks. However,
creating, maintaining, and distributing a wide array of tools can be a daunting engineering chal-
lenge, especially when we want to make these tools available to different agent implementations.
To tackle these, we build an AgentSkills library, a toolbox designed to enhance the capabilities
of agents, offering utilities not readily available through basic bash commands or python code.

Easy to create and extend tools. AgentSkills is designed as a Python package consisting
of different utility functions (i.e.,, tools) that are automatically imported into the Jupyter IPython
environment. The ease of defining a Python function as a tool lowers the barrier for community
members to contribute new tools to the library. The generality of Python packages also allows
different agent implementations to easily leverage these tools through one of our core action
IPythonRunCellAction.

Rigorously tested and maintained. We follow best practices in software engineering and
write extensive unit tests for tools in AgentSkills to ensure their reliability and usability.

Inclusion criteria and philosophy. In the AgentSkills library, we do not aim to wrap
every possible Python package and re-teach agents their usage (e.g.,, LLM already knows pandas
library that can read CSV file, so we don’t need to re-create a tool that teaches the agent to read
the same file format). We only add a new skill when: (1) it is not readily achievable for LLM to
write code directly (e.g.,, edit code and replace certain lines), and/or (2) it involves calling an
external model (e.g.,, calling a speech-to-text model, or model for code editing [368]).

Currently supported skills. AgentSkills library includes file editing utilities adapted from
SWE-Agent [445] and Aider [116] like edit_file, which allows modifying an existing file from
a specified line; scrolling functions scroll_up and scroll_down for viewing a different part of
files. It also contains tools that support reading multi-modal documents, like parse_image and
parse_pdf for extracting information from images using vision-language models (e.g.,, GPT-4V)
and reading text from PDFs, respectively.
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10.1.4 Agent Delegation: Cooperative Multi-agent Interaction

OpenHands allows interactions between multiple agents as well. To this end, we use a special
action type AgentDelegateAction, which enables an agent to delegate a specific subtask to
another agent. For example, the generalist CodeActAgent, with limited support forweb-browsing,
can use AgentDelegateAction to delegate web browsing tasks to the specialized BrowsingAgent
to perform more complex browsing activity (e.g.,, navigate the web, click buttons, submit forms,
etc.).

10.2 Baseline Browsing Agent Implementations

Based on our agent abstraction, OpenHands supports a wide range of agent implementations for
end users to choose from and act as baselines for different agent tasks. Among those, the default
agent for coding tasks is CodeAct agent and the default for browsing tasks is the WebArena
Browsing Agent. They serve as a good starting point for more specific tasks.

CodeAct Agent. CodeActAgent is the default generalist agent based on the CodeAct
framework [419]. At each step, the agent can (1) converse to communicate with humans in
natural language to ask for clarification, confirmation, etc., or (2) to perform the task by executing
code (a.k.a., CodeAct), including executing bash commands, Python code, or browser-specific
programming language (defined in BrowserGym). This general action space allows the agent to
perform various tasks, including editing files, browsing the web, running programs, etc.

Browsing-only Agent. We implemented a generalist web agent called Browsing Agent,
to serve as a simple yet effective baseline for web agent tasks. The agent is similar to that in
WebArena [498], but with improved observations and actions, with only zero-shot prompting.
At each step, the agent prompts the LLM with the task description, browsing action space
description, current observation of the browser using accessibility tree, previous actions, and
an action prediction example with chain-of-thought reasoning. The expected response from
the LLM will contain chain-of-thought reasoning plus the predicted next actions, including the
option to finish the task and convey the result to the user. It can be extended to create more
capable web agents, or called by other agents through delegation to enable browsing capability
of other agents, which is also what we improve upon in the following sections, about combining
browsing and coding capabilities together.
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10.2.1 The Web Browsing Task

Various benchmarks have been developed to evaluate the performance of web browsing agents.
MiniWoB (Miniature World of Bits) is an early benchmark that provides simple web-based tasks
such as clicking links or typing into forms, but it remains limited in complexity and realism
[378]. Mind2Web scales up these tasks, introducing more sophisticated interactions across
websites, but it often lacks the dynamic, real-world scenarios found on the broader web [85].
WebArena [498] advances web browsing benchmarks by creating reproducible sandboxes of a
variety of websites, such as managing repositories, posting online, performing online shopping,
and planning trips using map services, while VisualWebArena extends WebArena to the vision
modality [212].

In this section, we focus on WebArena tasks, which simulate real-world scenarios to evaluate
an agent’s ability to complete diverse web-based activities.1 Tasks in WebArena include interact-
ing with platforms like Gitlab (to manage projects and repositories), Reddit (to browse and post
content), e-commerce websites (for shopping), and mapping services (for trip planning) [498].
Task success is evaluated in three ways: (1) if the task requires producing a specific output, the
agent’s response is checked for correctness; (2) for tasks involving changes to a website’s state
(e.g., adding an item to a shopping cart), success is measured by verifying whether the state has
changed as expected, such as ensuring the correct item and quantity have been added to the
cart; and (3) if the task involves navigation, success is determined by whether the agent reaches
the correct URL displaying the desired content.

10.2.2 A Web Browsing Only Agent

While there are a wide variety of agents proposed for such web navigation tasks, in this work we
build upon the WebArena baseline agent [498], which operates purely through web interaction
by leveraging the accessibility tree2, a structure that exposes interactive elements like buttons,
input fields, and hyperlinks [130, 453]. Each element of the accessibility tree is characterized
by its functionality such as a hyperlink, its content, and specific web attributes [145, 259, 266].
This exposes web page elements in a hierarchical structure that is easy for agents to navigate
[57, 367].

Agents based on this framework utilize an action space that simulates human browsing
1Notably, upon investigation of VisualWebArena we found that APIs for handling images were relatively

limited, and hence we chose to experiment on text-only tasks in this paper.
2https://developer.mozilla.org/en-US/docs/Glossary/Accessibility_tree

242

https://developer.mozilla.org/en-US/docs/Glossary/Accessibility_tree


How many commits 
did the user SaptakS 
make to "a11yproject"?

Web Browsing Traces. Failed after 15 steps.

API Calling via Python requests library

<execute_ipython>
(1)r=requests.get('gitlab.com/api/a11yproject/commits')
(2)commits=r.json()
(3)len([c for c in commits if c['author'] == 'SaptakS'])
</execute_ipython>

(1) goto `gitlab.com` (2) login with credentials 
(3) click `a11yproject` (4) click `Repository` 
(5) click `Commits` (6) No commits found -> scroll down 
(7) No commits found -> scroll down ...... (15) No 
commits found but no steps left, conclude 0 commits are 
made by SaptakS.

Br
ow

sin
g A

ge
nt

API-Based Agent

Figure 10.3: The API-based agent can often solve problems in many fewer function calls than
traditional browsing agents . In this task, web browsing failed to solve the intent "find the
number of commits the user SaptakS made to the repo a11yproject" after 15 steps, while our
API-based agent successfully completed the task with only three lines of code.

behavior, incorporating actions such as simulated clicks, form input, and navigation between
pages [134, 258, 390]. Importantly, these agents maintain a comprehensive history of their
previous actions, allowing them to contextualize their decision-making in past actions.

While agents utilizing this method can navigate arbitrary web pages and often perform well
on simpler layouts, challenges arise with the complexity of the accessibility tree. Many large
language models (LLMs) are not familiar with this structure, leading to difficulties in completing
tasks that require numerous or complex interactions. As a result, the average accuracy hovers
in the low double digits [85, 111, 255]. These methods also struggle with content that need to be
dynamically loaded or contents not immediately visible within the tree [1, 69, 265].

To give one motivating example, in Figure 10.3, we demonstrate a task where the agent needs
to perform a task determining the number of commits made by the user SaptakS in a repository
named a11yproject. Specifically, for each task, the agent is given a fixed number of steps within
which it has to finish the task. Using a traditional web-browsing approach, the agent follows
a complex trajectory, starting with logging into the website, navigating to the correct project,
accessing the repository, and finally attempting to view the list of commits. However, due to the
large number of commits made by other users, the commits by SaptakS are located much further
down on the web page, requiring the agent to scroll down many times. As a result, despite
completing 15 actions, the browsing agent is unable to retrieve the required information.
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Figure 10.4: A comparison of three types of agents. The Browsing Agent performs tasks
through web browsing only, utilizing the accessibility tree to interact with web pages, achieving
an average performance of 14.8% on WebArena. The API-Based Agent performs tasks by
making API calls and generating code without relying on web browsing, achieving an average
accuracy of 29.2%. The Hybrid Agent combines both methods, dynamically switching between
web browsing and API calling, depending on the task. This allows the execution of either API
calls or web browsing actions, or both in combination, improving performance by more than 5
percentage points compared to the API-Based Agent .

10.3 Beyond Browsing Only: Coding + Web Agents

In the previous section, we mainly discussed OpenHands framework enabling agent implemen-
tations for web browsing tasks and coding tasks. However, what if some tasks in our daily life,
like those proposed in WebArena, can be solved more easily with additional interface to the
world other than just a browser?

Web agents use browsers as an interface to facilitate humans in performing daily tasks such
as online shopping, online planning, trip planning, and other work-related tasks [67, 97, 165,
242, 253, 313, 320, 350]. Existing web agents typically operate within the space of graphical
user interfaces (GUI) [482, 487, 498], using action spaces that simulate human-like keyboard
and mouse operations, such as clicking and typing. To observe web pages, common approaches
include using accessibility trees, a simplified version of the HTML DOM tree, as the input
to text-based models [93, 498], or multi-modal, screenshot-based models [164, 212, 437, 471].
However, regardless of the method of interaction with web sites, there is no getting around the
fact that these sites were originally designed for human consumption, and may not be the ideal
interface for machines.
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Notably, there is another interface designed specifically for machine interaction with online
content: application programming interfaces (APIs). APIs allow machines to communicate
directly with the backend of a web service [45], sending and receiving data in machine-friendly
formats such as JSON or XML [277, 441]. Nonetheless, whether AI agents can effectively use
APIs to tackle real-world online tasks, and the conditions under which this is possible, remain
unstudied in the scientific literature. In this work, we explore methods for tackling tasks normally
framed as web-navigation tasks with an expanded action space to interact with APIs. To do
so, we develop new API-based agents that directly interact with web services via API calls, as
depicted in Figure 10.4. This method bypasses the need to interact with web page GUIs through
simulated clicks.

At the same time, not all websites have extensive API support, in which case web browsing
actions may still be required. To address these cases, we explore a hybrid approach that combines
API-based agents with web-browsing agents, as described in Figure 10.4. By implementing
an agent capable of interleaving API calls and web browsing, we found that agents benefit
from the flexibility of this hybrid model. When APIs are available and well-documented, the
agent can directly interact with the web services. For websites with limited API support, the
agent seamlessly switches to web browsing mode, simulating human interaction to ensure task
completion.

We evaluated our API-based and Hybrid Agents on WebArena, a benchmark for real-world
web tasks [498], and the results are shown in Figure 10.4. Our experiments revealed three key
findings: (1) The API-based agent consistently outperforms browsing-based agents onWebArena
tasks by around 15% on average, regardless of the comprehensiveness of APIs. (2) The API-based
agent yields a higher success rate on websites with extensive API support (e.g., Gitlab) compared
to those with limited API support (e.g., Reddit). This result underscores the importance of
developing comprehensive API support for more accurate and efficient web task automation in
the future. (3) The Hybrid Agent outperforms solely browsing-based agents and solely API-based
agents, further improving accuracy by more than 5% compared to the API-based agent. By
dynamically switching between approaches, the Hybrid Agent is able to provide more consistent
and reliable outcomes.

In summary, our results suggest that allowing agents to interact with APIs, interfaces
designed specifically for machines, is often preferable or at least complementary to direct
interaction with graphical interfaces designed for humans.
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# Commits
## GET /api/{id}/commits: Get a list of commits in a project.
| Attribute | Type           | Description                         |
| `id`      | integer/string | The ID or path of the project.      |
| `since`   | string         | Only commits after or on this date. |
| `until`   | string         | Only commits before or on this date.|
Output: JSON containing all commits that meet the given criteria.

<execute_ipython>
requests.get('gitlab.com/api/a11yproject/commits')
</execute_ipython>

[ ......{
    "id": "ed37a2f2",
    "created_at": "2023-03-13T21:04:49.000-04:00",
    "title": "Update README.md",
    "message": "Update README.md",
    "author": "SaptakS",
}]

API 
Documentation

API Calling

JSON Output

Figure 10.5: An example of API documentation showing how to get commits of a project, the
API call using a Python script to retrieve commits from a project repository, and the resulting
JSON response.

10.3.1 Agent Using APIs

In contrast to web browsing, API calling offer a direct interface for machines to communicate
with web services, reducing operational complexity. In this section, we explore an API-based
approach when performing web tasks.

APIs and API Documentation

For websites that offer API support, pre-defined endpoints can be utilized to perform tasks
efficiently. These APIs, following standardized protocols like REST3, allow interaction with
web services through sending HTTP requests (e.g., GET, POST, PUT) and receiving structured
data such as JSON objects4 as responses. Websites often provide official documentation for
the APIs, which can give guidance on how to utilize the APIs. Some documentation is pro-
vided in README 5 format, some are in OpenAPI YAML6 format, and some are in plain
text format. For instance, Figure 10.5 shows the official README documentation of a Git-
lab API GET /api/{id}/commits. It documents the functionality, input arguments, and out-
put types of the API. For example, one could use the Python requests library, by calling
requests.get("gitlab.com/api/a11yproject/commits"), to retrieve all commits of the
repository a11yproject. This would return a JSON list containing all the commits to this

3https://en.wikipedia.org/wiki/REST
4https://www.json.org/json-en.html
5https://en.wikipedia.org/wiki/README
6https://yaml.org/
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repo, as shown in Figure 10.5.

Obtaining APIs for Agents

One important design decision is how to obtain APIs for agents to use. The way agents interact
with APIs depends heavily on the availability of APIs and quality of API documentation. In
this work, we acquired APIs by manually looking up official API documentation on a website,
although this process could potentially be automated in the future. We classify the availability
of APIs according to the following three scenarios:

Sufficient APIs and Documentation Many websites provide comprehensive API support
and well-documented API documentation in YAML or README format. In this case, simply use
the APIs/documentation as-is. Figure 10.5 depicts an example of API documentation.

Sufficient APIs, Insufficient Documentation There are some challenging situations where
APIs exist but good documentation is not officially available. In such cases, additional steps
may be required to obtain a list of accessible APIs. In this case, we inspected the frontend or
backend code of the website to extract undocumented API calls that can still be utilized by the
agent. Then, based on the implementation of APIs of the website, leverage an LLM (GPT-4o7) to
generate these YAML or README files. By prompting GPT-4o with the relevant implementation
details of the APIs (for example, the implementation files of the APIs or example traces of API
calls), we generate comprehensive documentation, including input parameters, expected outputs,
and example API calls.

Insufficient APIs In the more challenging cases, where only minimal APIs are available, it
may be necessary to create new APIs. These custom APIs allow agents to perform tasks that
otherwise would require manual web browsing steps.

Using APIs in Agents

Once we have the APIs and documentation, we then need to provide methods to utilize them in
agents. We utilize two different methods based on the size of the API documentation.

7https://openai.com/index/hello-gpt-4o/
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One-Stage Documentation for Small API Sets For websites with a smaller number of API
endpoints8, we directly incorporate the full documentation into the prompt provided to the
agent. This approach of directly feeding the full documentation worked well for websites with a
limited number of API endpoints, as it allowed the agent to have immediate access to all the
necessary information without the need for a more complex retrieval mechanism.

Two-Stage Documentation Retrieval for Large API Sets For websites with a larger number
of endpoints, providing the full documentation directly within the prompt was impractical due
to the size limitations of agent inputs. To address this, we employ a two-stage documentation
retrieval process, which allowed access to only the relevant information as needed, keeping the
initial prompt concise.

In the first stage, the user prompt provide a description of the task, with a list of all
available API endpoints along with a very brief description of each API. For example, {"GET
/api/{id}/commits": "Get a list of commits in a project"}. This initial summary
helps facilitating understanding the scope of all the available APIs while staying within the
prompt size constraints.

In the second stage, if the model determines that it needs detailed information about a
specific API endpoint or some API endpoints, it can use a tool called get_api_documentation.
This tool maintains a dictionary that maps each API to its API documentation respectively.
The dictionary is generated using pattern match in Python to retrieve substrings related to
each endpoints. get_api_documentation is able to searche the dictionary and retrieve the full
README or YAML documentation for any given endpoint by calling get_api_documentation
with the endpoint’s identifier. This might include the input parameters, output formats, and
examples of how to interact with the endpoint. For example, to retrieve the documentation
for the endpoint GET /api/id/commits, the agent would call get_api_documentation("GET
/api/id/commits"), and an example returned API documentation is the documentation in
Figure 10.5.

This retrieval method allows the agent to make flexible and informed choices during the
execution of tasks. If the agent finds that an API does not meet its needs or if it encounters an
error, it can easily retrieve the documentation for a different API endpoint by calling the function
again. This dynamic approach promotes adaptability and minimizes the risk of incorrect API
usage when the number of APIs available is large.

8Specifically, we use a threshold of 100 APIs, but this could be adjusted depending on the supported language
model context size.
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10.3.2 Hybrid Browsing + API Calling Agents

We have proposed API-based methods for handling web tasks, but the question arises: given
the benefits of API calling, should we discard web browsing altogether? The most obvious
bottleneck is that not all websites offer comprehensive API support. Some platforms offer limited
or poorly documented APIs (e.g. there is no API for shopping on Amazon9), forcing agents to
rely on traditional web browsing methods to complete tasks.

To deal with these situations, we propose a hybrid methods that integrates both browsing-
based and API-based approaches, and developed a Hybrid Agent capable of interleaving API
calls and web browsing, switching dynamically based on task requirements and the available
resources.

Specifically, for each task, the agent is given the fixed step budget within which it has to
finish the task. In each step, the agent could either (1) communicate with humans in natural
language to ask for clarification or confirmation, or 2) generate and executes Python code which
could include performing API calling, or 3) performs web browsing actions. The agent could
choose freely among these three options, depending on the agent’s confidence which method
could best tackle the task.

The ideal case is that for websites that offer comprehensive API support, the Hybrid Agent
can utilize well-documented endpoints to perform tasks more efficiently than it could through
web browsing; for websites with limited API support or poorly documented APIs, the Hybrid
Agent could rely more on web browsing to fulfill certain tasks. We later find that enabling an
agent to interleave API calling and web browsing boost the agent’s performance.

Prompt Construction The Hybrid Agent’s prompt construction extends upon the API-based
agent by incorporating both API and web-browsing documentation. Similar to the API-based
agent, the Hybrid Agent is provided with a description of available API calls. In addition, the
Hybrid Agent receives a detailed specification of the web-browsing actions, which mirrors
the information given to the browsing agent, including a breakdown of all potential browser
interactions. It also maintains a history of all its prior steps such that the agent could make
more informed actions.

9https://www.amazon.com
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10.4 Coding + Web Agents on WebArena Tasks

For our experiments, we utilized the WebArena dataset [498] as the primary evaluation bench-
mark. WebArena is a comprehensive benchmark designed for real-world web tasks, providing a
diverse set of websites that simulate various online interactions. The tasks within WebArena
reflect common user activities such as navigating websites, performing administrative tasks,
and posting online.

The dataset mainly includes five distinct websites, each containing various intents represent-
ing different tasks: Gitlab,Map, Shopping, Shopping Admin, Reddit, andMulti-Website
Tasks. This diverse set of websites and tasks within WebArena allows for a comprehensive
evaluation of the agents, testing their ability to handle both API-based interactions and web
browsing across varied web settings.

10.4.1 API Statistics for WebArena Sites

In this section, we provide a detailed analysis of the API support for various websites used in
the WebArena tasks, categorized into three levels: good, medium, and poor. The availability,
functionality, and documentation of APIs, as described in Table 10.2, play a crucial role in the
efficiency and flexibility of our agents.

Websites Gitlab Map Shopping Admin Reddit

Number of Endpoints 988 53 556 556 31
API/Doc Quality Good Good Fair Fair Poor

Table 10.2: Number of endpoints, quality of API, and documentation quality for WebArena
websites.

Good API Support

Gitlab For Gitlab, we leveraged the open Gitlab REST APIs10, which consist of 988 endpoints.
These APIs offer extensive coverage across a wide range of functionalities, including repositories,
commits, users, merge requests, and issues. This comprehensive API support allows for effective

10Documentation of all Gitlab APIs could be found at https://docs.gitlab.com/ee/api/rest/.
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interaction with most tasks required inWebArena, making it one of the best-supported platforms
in terms of API availability.

The majority of Gitlab-related tasks can be handled with the provided APIs, with only a small
fraction of tasks, such as retrieving the user’s Gitlab feed token, not covered by any existing
endpoints. Overall, Gitlab’s API structure provides robust support.

Map The Map website offers three sets of APIs, each offering distinct functionalities, with a
total of 53 endpoints. Although fewer in number compared to Gitlab and Shopping, these APIs
still provide significant coverage for the tasks in WebArena.

The first set of APIs, openly available at Nominatim11, offers essential endpoints for ge-
ographic searches. The second set of APIs, from Project OSRM12, focuses on routing and
navigation functionalities. The third set of APIs, available at OpenStreetMap13, deals primarily
with map database operations. This API is rarely used in WebArena tasks but offers capabilities
for interacting with OSM data.

Despite the smaller number of endpoints compared to other websites, the APIs available for
the Map tasks are mostly well-documented and cover most of the essential WebArena use cases.

Medium API Support

Shopping and Shopping Admin The Shopping and Shopping Admin websites share a
common set of APIs from the Adobe Commerce API14, consisting of 556 endpoints. These APIs
provide a reasonable level of support for common shopping tasks such as managing products,
categories, and customer accounts.

However, some features are absent, such as the ability to add items to a wish list, and thus
these tasks must be handled via web browsing. Despite this, the API documentation is fairly
detailed and covers most core functionalities, making it a solid, though not exhaustive, solution
for handling shopping-related tasks.

11https://nominatim.org/release-docs/develop/api/Overview/
12Openly available at https://project-osrm.org/docs/v5.5.1/api
13Publicly available at https://wiki.openstreetmap.org/wiki/API_v0.6
14https://developer.adobe.com/commerce/webapi/rest/quick-reference/
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Poor API Support

Reddit The Reddit tasks in WebArena are based on a self-hosted limited clone of the Reddit
website 15, with limited functionalities as compared to the official site. As a result, all of the
available APIs are self-implemented, with a best effort to mimic to official Reddit APIs. With
only 31 endpoints, this website offers minimal API support and no API documentation, making
it the least API-friendly website in the benchmark.

Many critical functionalities, such as searching for specific posts, are missing, leaving agents
to rely heavily on web browsing to complete tasks. The limited API support significantly hampers
the efficiency of task execution on Reddit, highlighting the need for a hybrid browsing+API
approach.

10.4.2 API Implementation Details

In this section, we will discuss how we provided the APIs to the agents when evaluating different
web applications inside WebArena, where we follow the methodologies as discussed in Section
10.3.1.

One-Stage Documentation for Small API Sets

For websites with fewer than 100 API endpoints, namely the Map and Reddit websites, we
directly incorporated the full documentation into the prompt provided to the agent.

In the case of the Map API, the documentation was sourced directly from the public API
documentation provided for the website. The only modification made was the addition of an
explanation detailing how to make HTTP requests using the requests library in Python for
interacting with the Map API’s endpoints. This ensured that the agent could comprehend both
the structure of the API and how to implement calls programmatically.

For Reddit, since there was no pre-existing documentation for the APIs, we leveraged GPT-
4o16 itself to generate these README files. By prompting GPT-4o with a file containing all
implementations of the API endpoints, we generated a README documentation, including
input parameters, expected outputs, and example API calls.

15https://codeberg.org/Postmill/Postmill
16https://openai.com/index/hello-gpt-4o/
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Two-Stage Documentation Retrieval for Large API Sets

For websites with more than 100 endpoints, such as GitLab, Shopping, and Shopping Admin, we
employ a two-stage documentation retrieval process.

For GitLab, we obtained the README documentation from the official GitLab REST API
documentation site. For the Shopping and Shopping Admin websites, the documentation was
provided in the form of an OpenAPI specification, structured in YAML format.

10.4.3 Evaluation Framework

We employed OpenHands as our primary evaluation framework to facilitate the development
and testing of our agents [421]. OpenHands is an open-source platform designed for creating
and evaluating AI agents that interact with both software and web environments, making it an
appropriate infrastructure for our proposed methods. The OpenHands architecture supports
a variety of interfaces for agents to interact with. Moreover, this framework allows agents to
keep a detailed record of past actions in the prompt, enabling agents to execute actions in a way
that is consistent with earlier steps. For coding tasks, it implements an agent based on CodeAct
[419] that incorporates a sandboxed bash operating system and Jupyter IPython17 environments,
enabling the execution of Python code. Additionally, it includes a BrowsingAgent browsing
agent that focuses solely on web navigation. This agent operates within a Chromium web
browser powered by Playwright18, utilizing a comprehensive set of browser actions defined by
BrowserGym [94]. However, while the browsing agent can browse websites, and the CodeActA-
gent make API calls and execute code, there is not an agent that can natively do both. Given
this base, we developed two varieties of agents for API-based solving of web tasks.

API-Based Agent First, our API-based agent essentially uses the CodeAct architecture [419].
In addition to the basic CodeAct framework, we tailor the agent for API calling by adding
specialized instructions and examples that guide its understanding of various API endpoints and
their usage. At each step, the agent could utilize all previous actions to make informed selection
of actions.

Hybrid Browsing/API Calling Agent In addition to the API-based agent, we developed a
Hybrid Agent that integrates Chromium web browsing functionalities powered by Playwright

17https://ipython.org
18https://playwright.dev/
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Agents Gitlab Map Shopping Admin Reddit Multi AVG.

WebArena Base [498] 15.0 15.6 13.9 10.4 6.6 8.3 12.3
AutoEval [313] 25.0 27.5 39.6 20.9 20.8 16.7 26.9
AWM [426] 35.0 42.2 32.1 29.1 54.7 18.8 35.5
SteP [388]† 32.2 31.2 50.8 23.6 57.5 10.4 36.5

Browsing Agent 12.8 20.2 10.2 22.0 10.4 10.4 14.8
API-Based Agent 43.9 45.4 25.1 20.3 18.9 8.3 29.2
Hybrid Agent 44.4 45.9 25.7 41.2 28.3 16.7 35.8

Table 10.3: Performance of Agents across WebArena Websites. †Note that SteP uses prompts
inspired specifically by WebArena test set tasks, while other methods are task-agnostic. We
achieve the highest performance among the task-agnostic agents.

into the existing framework of the API-based agent. This Hybrid Agent is provided the prompt
describing both the APIs and the browsing actions, allowing for free transitions between API
calling and web browsing. At each step, the agent can utilize the current state of the browser,
all previous actions taken by the agent, and the results of those actions to determine the next
course of action.

For the browsing, API-based, and Hybrid Agents, we utilized GPT-4o as the base LLM.
However, this could be easily changed to other LLMs.

10.4.4 Main Results

The main results of our evaluation, as summarized in Table 10.3, demonstrate the performance
of three different agents across the websites in the WebArena benchmark.

The API-Based Agent consistently performed well across most tasks, achieving higher scores
in all websites compared to the Browsing agent. This agent’s strong performance is attributed
to its specialized design for API calling, enabling it to efficiently interact with the websites’ APIs
and complete tasks with minimal reliance on browsing capabilities.

In contrast, the Browsing Agent, which is designed solely for navigating web interfaces,
demonstrated significantly lower performance across all domains. It achieved its best scores on
Gitlab and Map, but struggled more on Reddit.

The Hybrid Agent, which integrates both API calling and web browsing, outperformed the
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Actions Gitlab Map Shopping Admin Reddit Multi AVG.

Browsing only 7.8 3.7 38.5 2.2 17.0 8.3 14.3
API only 21.1 4.6 7.5 1.1 0.9 10.4 8.0
Browsing+API 71.1 91.7 54.0 96.7 82.1 81.3 77.7

Table 10.4: Percentage of Actions (%) that our Hybrid Agent takes for each type of tasks. Each
column sums up to 1.

Choices of Action Gitlab Map Shopping Admin Reddit Multi AVG.

Browsing only 7.1(1/14) 50.0(2/4) 23.6(17/72) 50.0(2/4) 11.1(2/18) 25.0(1/4) 21.6(25/116)
API only 47.4(18/38) 40.0(2/5) 21.4(3/14) 50.0(1/2) 0.0(0/1) 20.0(1/5) 38.5(25/65)
Browsing+API 47.7(61/128) 46.0(46/100) 27.7(28/101) 40.9(72/176) 32.2(28/87) 15.4(6/39) 38.2(241/631)

Table 10.5: The accuracy (%) of the Hybrid Agent across choices of actions for each website,
with the number of correct instances / number of total instances in parentheses.

other agents in all categories. The agent’s ability to dynamically switch between API calling
and web browsing proved beneficial. API calling delivers high performance for web tasks when
well-supported APIs are available, while web browsing serves as a backup when API endpoints
are unavailable or incomplete. Even if the website provides comprehensive APIs, there might
be corner cases where APIs are not supportive. In these cases, relying on web browsing is still
needed for tasks that would otherwise fail through API-only interactions. Table 10.4 documents
the percentage of actions of our Hybrid Agent. Across all websites, our Hybrid Agent chooses
to do both Browsing and API in the same task at least half of the time.

Table 10.5 documents the accuracy of the Hybrid Agent across website when performing
different choices of actions. We can see that it show consistently high accuracy when choosing
API only and API+browsing.

Overall, the results indicate that the Hybrid Agent is the most effective for handling diverse
tasks in WebArena, particularly in environments that require a blend of API and browsing
actions. The API-Based Agent excels in tasks that are primarily API-driven, while the Browsing
Agent is more suitable for simple navigation tasks but lacks the versatility needed for more
complex scenarios.

Additionally, we use Table 10.6 to demonstrate the average steps taken and the average
cost for each agent to complete WebArena tasks. Figure 10.6 demonstrates a scatterplot of the
average accuracy of each agent on WebArena over their average steps and average cost.
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Browsing Agent API-Based Agent Hybrid Agent

steps cost steps cost steps cost

8.4 $0.1 7.8 $1.2 8.9 $1.5

Table 10.6: Average number of steps and cost of agents on WebArena tasks

Figure 10.6: Number of steps (left) and cost (right) of agents averaged across WebArena Websites

Steps The browsing agent consistently takes more steps to complete tasks compared to the
API-based agent, while the Hybrid Agent takes the most steps amongst the three agents. This is
likely due to the browsing agent’s reliance on navigating web interfaces and interacting with
visual elements, which involves a sequential and more time consuming processes. The API-based
agent is the most efficient in terms of steps, as it can directly interact with structured data via
APIs, bypassing many of the steps involved in traditional web navigation. The Hybrid Agent,
combining both action spaces from the browsing agent and the API-based agent, takes more
steps than both agents.

Costs The cost of completing tasks shows a different trend. While the browsing agent requires
more steps, it is much cheaper compared to the API-based agent and the Hybrid Agent. This is
primarily because the prompts needed for browsing agents are much shorter. When browsing,
the agent only needs instructions on how to use the web interface and the limited action space
around 14 browsing actions. In contrast, API-based and Hybrid Agents require access to a
much larger set of API calls. For example, when interacting with GitLab, the agent is provided
with 988 available APIs, leading to much longer prompts and significantly increasing the cost
of execution. The cost goes down when the prompt for API calling is shorter. For example,

256



Number of Endpoints 18 31

Accuracy on Reddit 9.4% 18.9%

Table 10.7: Change in performance of the API-Based Agent on Reddit upon incorporating new
APIs.

the Reddit website has the least length of API documentation, where its cost is also less than
other websites. However, as visualized in Figure 10.6, the accuracy of the API-based agent and
the Hybrid Agent is much higher than the browsing agent, which makes the increase in cost
justifiable due to the significantly improved task performance. The higher cost is offset by the
agents’ ability to complete tasks more accurately and efficiently. In the future, this increased
cost could potentially be mitigated by methods that retrieve only relevant APIs on the fly.

10.4.5 Does API Quality Matter?

The short answer is yes, API quality does significantly impact the performance of the API-based
agent. High quality APIs provide comprehensive and well-documented endpoints that enable
agents to interact accurately and efficiently with websites. With comprehensive API support,
the API-based agent is able to tackle more tasks through API calling, while the Hybrid Agent
could rely less on the browsing agent; on the other hand, clear and detailed documentation
allows agents to utilize the APIs effectively, ensuring that requests are accurate, and minimizing
potential errors in task execution. For example, the websites Gitlab and Map with the best API
support as mentioned in Section 10.4.1, demonstrates the highest task completion accuracy by
the API-based agent and the Hybrid Agent across all websites.

Conversely, low-quality APIs, characterized by incomplete functionality or ambiguous
documentation, can significantly degrade performance. In such cases, the absence of necessary
endpoints may prevent the API-based agent from completing tasks, forcing the Hybrid Agent to
resort to web browsing. Moreover, poorly documented APIs can result in incorrect parameters
and headers being used, further reducing the effectiveness of the agent. This highlights the
importance for websites to maintain comprehensive and well-documented API support.

An illustrative example of this is the case of Reddit, where the initial performance of the API-
based agent was suboptimal due to limited API availability. As depicted in Table 10.7, initially,
Reddit offered only 18 APIs, lacking the major functionality that common online forums have,
such as post voting. Recognizing this limitation, we manually introduced 13 additional APIs
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including one API on post voting, with our best effort trying to mimic the official Reddit website.
This results in a marked improvement in the API-based agent’s performance, underscoring the
direct correlation between the availability of high-quality APIs and the average performance of
the API-based agent.

Moreover, API quality can also correlate with the performance of browsing agents. This
may be because websites with well-implemented APIs often have clean, user-friendly interfaces,
which benefit machine agents when interacting with the web interface. Good API practices
suggest a thoughtful design process that tends to carry over into the overall user interface and
experience, allowing the browsing agent to more easily parse and interact with the website’s
elements. As a result, both API-based and browsing agents are able to function more effectively
in environments where high API standards are maintained.

10.4.6 Limitations of API Calling and Neccessity of Browsing

API Availability A key limitation of API-based agents is the inconsistent availability and
coverage of APIs across websites. Even platforms with extensive API ecosystems, such as GitLab,
may lack support for specific functionalities (e.g., retrieving a user’s official username from a
displayed name), leading to edge cases where API-based agents are unable to complete tasks
due to incomplete API support. However, advancements in techniques like Automatic Web API
Mining (AWM) [426] could potentially address this limitation by automatically generating APIs
for unsupported tasks, reducing reliance on manual API creation.

Incorporating APIs Unlike browsing agents, which can adapt to new websites without
manual intervention, the API-based agent requires additional effort to integrate the necessary
APIs documentation to the action space of the agent for each website. This manual integration
process increases complexity, particularly when the agent must support a wide range of web-
sites, limiting scalability compared to agents that rely solely on web browsing for interactions.
However, future advancements in automated API scraping and documentation generation could
eliminate this bottleneck, allowing for more scalable and flexible API-based agents.
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Chapter 11

TheAgentCompany: Benchmarking LLM
Agents on Consequential Real World
Tasks

In the previous section, we proposed a hybrid API calling plus browsing agent, that utilizes
a more comprehensive array of interface usually available to computer users. We tested and
showcased good performance gain from the incorporation of coding ability of calling website
APIs on WebArena tasks, which mainly focuses on daily online tasks that only fundamentally
requires browser to complete. This lead us to create a more comprehensive and consequential
benchmark, that covers more complex tasks that could make full use of a broader computer
interface.

We interact with computers on an everyday basis, be it in everyday life or work, and many
aspects of work can be done entirely with access to a computer and the Internet. At the same
time, thanks to improvements in large language models (LLMs), there has also been a rapid devel-
opment in AI agents that interact with and affect change in their surrounding environments. But
how performant are AI agents at accelerating or even autonomously performing work-related
tasks? The answer to this question has important implications for both industry looking to
adopt AI into their workflows and for economic policy to understand the effects that adoption
of AI may have on the labor market. To measure the progress of these LLM agents’ performance
on performing real-world professional tasks, in this paper we introduce TheAgentCompany, an
extensible benchmark for evaluating AI agents that interact with the world in similar ways to
those of a digital worker: by browsing the Web, writing code, running programs, and communi-
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Figure 11.1: An overview of TheAgentCompany benchmark. It features a reproducible and self-
hosted environment, simulated colleagues to test agent communication capabilities, checkpoint
and execution-based evaluation, and a set of 175 diverse, realistic and professional tasks in a
software engineering company setting.

cating with other coworkers. We build a self-contained environment with internal web sites and
data that mimics a small software company environment, and create a variety of tasks that may
be performed by workers in such a company. We test baseline agents powered by both closed
API-based and open-weights language models (LMs), and find that the most competitive agent
can complete 24% of tasks autonomously. This paints a nuanced picture on task automation with
LM agents–in a setting simulating a real workplace, a good portion of simpler tasks could be
solved autonomously, but more difficult long-horizon tasks are still beyond the reach of current
systems. The code is available at https://github.com/TheAgentCompany/TheAgentCompany.

11.1 Introduction

We are in the midst of a technological transformation. With the rapid year-by-year and month-
by-month progress brought about by large language models (LLMs), we are seeing AI-based
assistance or automation become commonplace in tasks that were unthinkable only a few years
ago. In fact, the pace of progress is so fast that some have gone so far as to claim that the
majority of human labor may be automatable within the next couple of years [17, 99]. On the
other hand, others are skeptical, claiming that language models cannot truly reason [190], do
not generalize well to novel tasks [72], and may only have an impact on a small minority of the
labor market [430].

What is the reason for this disconnect? We argue that it is, in part, due to a lack of objective
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benchmarks that not only demonstrate the power of existing LLM-based agents to accelerate a
wide variety of repetitive tasks encountered in every-day workplaces, but also provide appropri-
ate caveats about the tasks that agents cannot do. This is a pressing issue, because the commercial
and policy implications of diverse and effective acceleration or automation of work-related tasks
will be broad, both positive (e.g. increase of quality of life and accelerated scientific discovery)
and negative (e.g. potential displacement or loss of jobs and increase in wealth disparities). In
this paper, we take some first steps towards resolving this gap and providing a clearer view of
where we are now with respect to acceleration or automation of consequential work-related
tasks, and a litmus test for future development in this direction.

Concretely, we propose a benchmark, TheAgentCompany (Figure 11.1) that estimates the
ability of AI agents to perform tasks encountered in everyday workplaces. We create a simulated
software development company where agents must perform tasks related to software engineer-
ing, project management, financial analysis, and other typical tasks encountered in such business
settings. The agents must browse the web, code, and interact with other simulated co-workers
to achieve success on the provided tasks. TheAgentCompany’s environment is based entirely
on open-source software and self-hostable for reproducibility purposes, and we create rigorous
evaluators that also assign partial credit when the agent gets the answer partially correct.

We perform experiments using seven large language model backbones, including API-based
models such as Anthropic Claude [21], OpenAI GPT-4o [310], Google Gemini [401], Amazon
Nova [168], as well as open models including Meta Llama [96] and Alibaba Qwen [443]. All
models are run using the OpenHands agent framework [420],1 which provides a stable and
strong agent harness for both web browsing and coding. As a result of experiments, we find
that the best performing model, Claude 3.5 Sonnet was able to autonomously perform 24.0% of
the provided tests to completion, and achieve a score of 34.4% on our metric that provides extra
credit for partially completed tasks.

These results present a nuanced picture of the current ability of AI agents to perform
tasks. Agents powered by the current gold-standard AI techniques are able to autonomously
perform a wide variety of tasks encountered in everyday work. However, they are not close to
automating every task encountered in a workspace, even on the subset of tasks presented in
TheAgentCompany, which are well-scoped administrative and coding tasks encountered in a
software company’s day-to-day work.

In the rest of this paper, we explain detail comparisons to other existing benchmarks (§ 11.2),

1https://github.com/All-Hands-AI/OpenHands
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Table 11.1: Comparison of different AI agent benchmarks. Interface: the interface agent has access
to; is web browser, is desktop, is API usage, is Python script, is chat platform, is bash
terminal. Supported Tasks: tasks in the benchmark, ∗ indicate tasks with no association with real-
world occupations; SE refers to software engineering, HR is human resources, PM is project manager.
Checkpoint-based evaluation: if tasks are evaluated at intermediate checkpoints and assigned partial
scores. Interact with NPC Agents: If the agent can interact with other NPC agents during task-solving.

Framework
Diverse

Real-world Work
Task Categories

Requires
Interaction

Long-Horizon
w/ Checkpoints

Interface
Self-Hosted
Environment

MiniWob++ [254] % Browsing∗ % % "

Mind2Web [86] % Browsing∗ % % %

WebLINX [266] % Browsing∗ % % %

AssistantBench [470] % Browsing∗ % % %

WebArena [498] % Browsing∗ % % "

VisualWebArena [213] % Browsing∗ % % "

VideoWebArena [178] % Browsing∗ % % "

WorkArena [94] " Enterprise Software % % %

OSWorld [438] " Office, Coding % % "

Windows Agent Arena [42] " Browsing∗, Office, Coding % % "

AppWorld [408] % Daily % % "

Gorilla APIBench [320] % Coding % % "

τ -bench [455] " Retail, Airline " % %

SWE-bench [183] % SWE % % "

DevBench [233] % SWE % % %

Smallville [317] % Social∗ " % "

Sotopia [500] % Social∗ " % "

TheAgentCompany "
SWE, HR, Admin,

PM, Research, Finance
" " "

how we set up realistic and reproducible environments (§ 11.3), how we define tasks (§ 11.4)
and how we create them (§ 11.5), our baseline agent (§ 11.6), experimental results (§ 11.7), and
finally implications and future directions (§ 11.8).

11.2 BenchmarkDesiderata andComparison toOther Bench-

marks

In order to evaluate the ability of agents to perform tasks in complex real-world settings, we
built TheAgentCompany with a number of desiderata in mind. The comparison with several
existing prominent agent benchmarks with respect to these desiderata is in Table 11.1.
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Coverage of Multiple Work-related Tasks: In order to make any valid statements about
the potential of AI to accelerate or automate various types of real-world work, we should have
tasks that are motivated by real-world work across multiple job categories. Many benchmarks
are not relevant to real-world work (e.g. MiniWob++ [254]) or very relevant to real-world work,
but only over a limited scope of tasks (e.g. SWE-Bench [183]). In contrast, TheAgentCompany
contains a set of more diverse, realistic, and professional tasks that would typically be completed
by multiple job roles in a software engineering company.

Requirement for Interaction: If agents are to integrate into real-world workplaces, they will
need to communicate with the other human members of the workspace. Most other benchmarks
do not measure communication or interactivity, with the exception of τ -bench [455], which only
measures interaction in customer service scenarios. TheAgentCompany provides a better testbed
for communication as many tasks involve asking and providing information to colleagues as
part of a more complex task.

Long-horizon Tasks with Checkpoints: In real-world settings, many tasks require taking
many different steps to achieve a higher-level goal. One major novel contribution of TheAgent-
Company is that we both (1) contain tasks that require an agent to perform significantly more
consecutive work (i.e., involving more steps and realistically taking human professionals longer
to accomplish) than previous benchmarks, and (2) provide granular evaluators that measure the
ability of models to perform subtasks of these larger tasks.

Versatile Environment Interface: In order to handle a diversity of tasks in real-world
settings, we minimally should be able to interact with the tools that real-world workers use – in-
cluding web interfaces, programs, command-line terminals, and communication tools. TheAgent-
Company covers all of these interfaces, while most previous benchmarks focus only on one or
two.

Self-hosted and Reproducible: In order to allow for careful comparisons between differ-
ent methods that remain constant over time, the benchmark should be fully self-hosted and
reproducible. This contrasts with existing benchmarks that do not have execution environments
(e.g. Mind2Web [86]) or require the usage of third-party software (e.g. WorkArena [94]).
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11.3 TheAgentCompany Environment Setup

Our benchmark is set in an imaginary software engineering startup called TheAgentCompany,
hence the benchmark’s name. Within TheAgentCompany, we create tasks inspired by tasks
handled by workers inside such companies. More details about the company’s imaginary
background, overview and employees can be found in § 11.9.1. The benchmark environment
contains multiple components.

Local Workspace The local workspace runs locally on the agent’s host, which is analogous
to a human professional’s local workspace, e.g., their work laptop computer. This environment
is created as a sandboxed Docker environment to provide a safe execution environment that
will not affect other parts of the evaluation machine [420].2 This environment is where agents
work on the task, and within this environment the TheAgentCompany baseline agent (§ 11.6)
uses a browser, code editor and a Linux terminal with typical software preinstalled.3

Intranet This part of the environment mimics the company’s internal websites that host code,
documents, project management software, and communications software. To achieve our goal
of a reproducible, self-contained environment, we follow WebArena [498], in using open-source,
self-hostable software to host our environment. The environment mainly contains the following
websites:

1. GitLab,4 an open-source alternative to source-code repositories such as GitHub. This is
used for hosting TheAgentCompany’s code repositories and tech-oriented wiki pages.

2. OwnCloud,5 an open-source alternative to office software such as Google Drive or Mi-
crosoft Office. This to save and share files, especially for document storage and collabora-
tive editing.

3. Plane,6 an open-source alternative to task management software such as Jira or Linear.
This is used to track issues, run sprints cycles, and manage product roadmaps.

2https://docs.all-hands.dev/modules/usage/how-to/custom-sandbox-guide
3Other options would include using something like a GUI-based desktop environment with office software

[438], but we opt to build a baseline solution that is entirely web-based, reflecting the recent trend of more enterprise
software moving to the cloud.

4https://about.gitlab.com/install/
5https://doc.owncloud.com/
6https://github.com/makeplane/plane
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4. RocketChat,7 an open-source alternative to communication software such as Slack. This
is a company-internal real-time messaging tool that facilitates collaboration between
employees.

All the websites hosted are reproducible and reset-able with mock data inspired by that
from a software engineering company. The data inside these company internal websites are
populated with real-world software project data, as well as data manually curated by co-authors
who have some experience in the relevant corporate roles.

Simulated Colleague Communication One major aspect of working in a company is
communicating with other company members, and in TheAgentCompany we also test the ability
of models to perform this type of communication. Specifically, we allow agents to use RocketChat
to message other company members and obtain information that may not be available in the
original task description. To create these simulated colleagues, we rely on the Sotopia platform
[500], which supports the creation of simulated human characters with LLMs. Each simulated
colleague is equipped with a detailed profile that includes their name, role, responsibilities, and
project affiliations. (e.g., Sarah Johnson, who serves as the CTO, oversees technical strategy
planning and R&D team leadership, with access to all technical channels). Agents can interact
with these simulated colleagues through direct messages or in specific channels, as is standard
in RocketChat and other platforms. By default, all simulated human characters are backed by
the Claude-3-5-Sonnet-20241022 LLM across experiments, as we found that it provided the
best results during preliminary experiments. For example conversations between the agent and
the simulated colleagues drawn from empirical experiments, please refer to § 11.9.2.

11.4 Task Structure

The tasks in TheAgentCompany include a task intent, a list of checkpoints that the agent must
achieve, a programmatic evaluator to check success on these checkpoints, and code to initialize
and finalize the environment. We show some examples in Table 11.2, and describe each of aspect
in detail below.

Task Intent Each task begins with an English description, simulating how a user would
instruct an LLM-based agent to perform a real-world task. In general, we aim for these tasks to
be clear enough so that a human worker would be able to complete the task without asking for

7https://www.rocket.chat/install
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further instructions directly from the user (although they may need to ask questions of their
other co-workers).

Checkpoints Tasks are divided into checkpoints representing intermediate milestones, each
assigned a point value to measure progress. Each checkpoint is awarded a certain number of
points based on its significance to the overall completion of the task. Checkpoints are written in
English, and typically specify one or more of the following:

• Action Completion: Verifying whether required actions, such as using tools, navigating to
URLs, or collecting data, were carried out successfully.

• Data Accuracy: Evaluating the correctness and completeness of the output, such as extracted
data or formatted documents.

• Collaboration: Assessing interactions with simulated colleagues or sharing of output, such
as posting messages or asking for additional information to complete the task.

Evaluators Checkpoints are created in the task design phase, but for actual evaluation, each of
the checkpoints must be concretely implemented through an evaluator – a program that checks
the completion of the checkpoint. These evaluators are implemented by examining environment
states, such as the local workspace, intranet status, simulated colleague interactions, or by
analyzing agent trajectories, like verifying browsing history or action sequences.

In most cases, these evaluators are deterministic and written as simple Python functions.
For instance, in the SWE task in Table 11.2, the checkpoints are deterministic: verifying if the
JanusGraph repository is cloned, the binary file is built, and the server is launched with an HTTP
endpoint. However, for tasks with more complex and unstructured deliverables, such as in
Table 11.2, the last checkpoint in the Finance task requires contacting the correct finance director
(David Wong) to resolve ambiguous questions, which involves a judgment from a (simulated)
human colleague, deterministic evaluation can be challenging due to subjectivity and variability.
In such cases, we employ LLM-based evaluation. This involves prompting LLMs with predefined
rubrics or reference outputs to assess the agent’s deliverables, enabling a more nuanced and
flexible evaluation of these tasks. Same as the NPC backbone, all LLM-based evaluators are
backed by the Claude-3-5-Sonnet-20241022.
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11.4.1 Evaluation Metrics

Due to our checkpoint-based evaluation scheme and the need for showcasing both the progress
of the agent’s capability improvement as well as the eventual goal completion ability, we calculate
two scalar agent capability metrics and two efficiency metrics.

Full completion score We define the full completion score Sfull as:

Sfull =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1 if all checkpoints are successfully passed,

0 otherwise.

This binary metric evaluates whether the agent successfully completed the task by passing all
checkpoints.

Partial completion score To provide a more nuanced measure that rewards partial task
completion while strongly incentivizing full task completion, we define partial completion
score Spartial as:

Spartial = 0.5 ⋅
Result
Total

+ 0.5 ⋅ Sfull,

where:
• Result: Sum of awarded points across all checkpoints (including partial credit),

• Total: Sum of the total points for all checkpoints,

• Result
Total : Fractional progress toward full completion,

• Sfull: Binary indicator equal to 1 when the task is fully completed.
This formulation ensures that agents are awarded partial credit in proportion to the points

achieved, reflecting their progress toward task completion. At the same time, full task completion
is strongly incentivized by incorporating an additional 50% credit, which is awarded only when
all checkpoints are successfully completed. This design ensures that agents achieving partial
progress receive scores scaled linearly with their performance, while those reaching 100%
completion are distinctly rewarded to emphasize the importance of achieving the end goal.

Number of steps The number of steps is defined as the total number of LLM calls made
during the task execution. This metric quantifies the operational effort required to perform the
task.
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Cost per instance The cost per instance measures the monetary cost of querying the
underlying LLM through its API to complete a task. Assuming no prompt caching, the cost is
calculated as:

Cost = (Prompt token count×Prompt token cost)+(Completion token count×Completion token cost).

This efficiency metric reflects the computational expense of task completion based on token
usage.

11.4.2 Workflow

Each task typically follows a workflow involving the following stages:

1. Initialization: The agent sets up its workspace and prepares to execute the task.

2. Execution: The agent completes subtasks, such as navigating tools, collecting data, or
processing information or if required by the task, the agent interacts with simulated colleagues
or shares results via communication platforms.

3. Finalization: The agent produces and submits the final output for evaluation.

Example Task We consider a task designed to evaluate an agent’s ability to perform realistic
project management workflows using multiple tools and services hosted in the benchmark. The
task involves managing a sprint for the RisingWave project, requiring the agent to execute inter-
dependent steps such as sprint issue management, team communication, repository operations,
and report generation while incorporating feedback from a simulated project manager.

The workflow as illustrated in Figure 11.2 begins with the agent identifying unfinished issues
in the current sprint on Plane and updating their sprint assignments. This step is worth 2 points
and is fully completed, earning the agent the maximum score of 2/2. Next, the agent successfully
notifies the relevant assignees using Rocket.Chat regarding their pending tasks and earns 1/1
point.

The agent then proceeds to clone the RisingWave repository from GitLab and execute a
Python script in the terminal to calculate updated code coverage. This step, worth 2 points,
is only partially completed, as the agent successfully clones the repository but fails to run
code coverage. As a result, the agent earns 1/2 points for this checkpoint. The subsequent
steps—generating and sharing the sprint summary report on OwnCloud and incorporating
feedback from a simulated project manager—are not completed, resulting in 0/2 and 0/1 scores,
respectively. Notably, the checkpoints can also fail if the report does not meet quality standards
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Figure 11.2: Example TheAgentCompany workflow illustrating an agent managing a sprint for
the RisingWave project. The task involves identifying and moving unfinished issues to next
sprint cycle, notifying assignees of those issues, running a code coverage script, uploading
summarized report to OwnCloud, and incorporating feedback on report from a simulated project
manager.

as assessed by the LLM-based evaluator, which evaluates the report for clarity, completeness,
and successful incorporation of feedback. This ensures that the assessment reflects both the
generation of outputs and their qualitative relevance to the task.

Finally, the overall score is calculated using the partial completion formula defined in
paragraph 11.4.1, where the total possible points are 8, and the awarded points sum to 4.
Substituting these values, the agent achieves a final score of 0.25 (25%). Our scoring mechanism
thus rewards incremental progress while strongly incentivizing full completion.

This example represents a typical task in the TheAgentCompany benchmark, where agents
are required to handle complex workflows involving multiple tools and interdependent steps.
By evaluating both partial progress and overall outcomes, our benchmark provides a rigorous
and realistic measure of agent performance, allowing us to identify their strengths and pinpoint
areas for improvement in task execution.
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11.5 Task Creation

11.5.1 Choosing Task Categories

Many previous agent benchmarks discussed in § 11.2 were created to evaluate agents on tasks
people perform in daily life [86, 266, 498], or tasks that accomplish digital chores [408, 470].
Obtaining realistic tasks for the benchmark poses challenges. Some benchmark [94, 438, 470]
crowdsourced tasks based on predetermined interfaces, platforms, and services available to the
agent. They also adopt a strategy to first gather task templates and then instantiate more task
instances by filling in the variables. Some benchmark [42, 213, 498] took a semi-systematic
approach of reviewing the action history of the research team and choosing tasks that reflected
the types of task that the researchers carried out in their daily life. There are several obvious
issues with this if wewant to evaluate agents with broader implications in the TheAgentCompany
benchmark. Despite some grounding in realistic data, the process of creating tasks from these
data was susceptible to heuristic, and no consideration was made for how important or time-
consuming the tasks are. The tasks are biased towards those important for academics in computer
science and do not reflect the tasks performed by the entire population.

In TheAgentCompany, we attempt to cover a wide variety of tasks motivated by real-world

work. While it is highly challenging to create a representative sample of tasks, fortunately we
can rely on existing resources created for other purposes as a reference. Specifically, we start by
referencing the 29.1 release of O*NET database [306, 361], which is a database of jobs performed
by workers in the US created by the US Department of Labor. It also contains information about
tasks performed within the context of each job, abilities required to perform each task, whether
the task is a major or minor task for that job category, and other pieces of relevant information.

Based on this data, we first identified a few categories of occupation categories to focus on.
First, based on statistics from O*NET, we identified job categories that have a large number
of people performing this job. Then, we used median salary information for each of these job
categories from the US department of labor statistics, and multiplied the number of employees
in that category to estimate the aggregate value of performing this job.

Based on this, we identified several categories of jobs such as “General and Operations
Managers”, “Registered Nurses”, “Software Developers”, and “Financial Managers” that have
both a high population and high average salary. Because TheAgentCompany is designed to
be a non-embodied benchmark in the digital domain, we excluded the categories that require
extensive physical labor such as “Registered Nurses”, and eventually settled on the setting of a
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software company, which would allow us to cover tasks from the other categories.

11.5.2 Choosing Tasks

Next, within this setting we chose tasks to implement. In this setting, we attempted to create
a diversity of tasks, but mostly focused on concrete tasks that have well-defined goals and
success criteria. These tasks were created through a combination of referencing the O*NET
task list, introspection based on paper co-authors who had experience in each task category,
and brainstorming lists with language models. It is important to note that in no cases have we

covered an extensive list of all the tasks that are performed in a particular occupational category,
and therefore we caution against making any assumptions about whether a particular job may
be in danger of full automation based solely on TheAgentCompany. Rather, it may provide
insight into whether certain tasks within jobs may be accelerated or automated, and inform
further analysis by labor professionals into this question.

11.5.3 Manual Task Curation

Once we set up the environment required for our desired jobs and task categories (§ 11.3), we
return to the curated list, and perform a manual curation process for tasks. For each task, this
consists of the following steps: We first create a description of task intent, checkpoints, and how
to evaluate each checkpoint. We then identify and import the required data for the task that
are currently missing in the company Intranet services and create any necessary data. We then
write scripts to configure the required initialization state in the local workspace. Finally, we
implement the checkpoint evaluators that calculate the scalar scores for each checkpoint.

All tasks were created by coauthors of the paper. Overall, it took 20 computer science
students, software engineers, and project managers over 2 months, consuming approximately
3,000 person-hours in total. Some of the more complex tasks take more than 10 hours each
to design, implement, test, and verify. To ensure quality control of the task creation process,
we implement several check and verification processes. For each task implementation, we
require screenshot proof that the evaluator is valid and that the task is able to get a full score
when successfully completed. We also encourage including tests for the implemented evaluator
programs. Each task contribution is also code reviewed by a panel of lead authors before
merging into the benchmark. After creating all tasks, a final round of manual human double-
check of required environment data, evaluator behavior, and checkpoint scoring for every task
is performed to ensure quality. Notably, during the process, a person who has not curated the
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 Cloning into `apiserver`... 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Figure 11.3: Overview of OpenHands’ default CodeAct + Browsing agent architecture, the
baseline agent used throughout the experiments.

tasks checks all the checkpoint score assignments to make sure that the importance scoring is
consistent over all the tasks and that it correlates reasonably with the relative importance of the
checkpoint within the task.

11.6 Baseline Agent

To test the current state-of-the-art performance on the TheAgentCompany benchmark, we
need agents that can at least perform tasks using a browser, operate a local workspace using a
terminal, and write and execute programs to perform most of the tasks. Throughout this paper,
we experiment with OpenHands’ main agent [391, 419, 420], CodeAct Agent with Browsing.8

An overview of the agent architecture is illustrated in Figure 11.3.

Interfaces The agent can interact with the environment through 3 interfaces. (1) A bash shell
that connects with the local workspace operating system environment for command execution.
(2) A Jupyter IPython server to handle interactive python [169] code execution requests and return
the execution results back. (3) A Chromium browser based on [325]. The provider provides a set
of action primitives defined by BrowserGym [94, 373], such as navigation, clicking, typing, and
scrolling. After executing these actions, the browser runtime provides a rich set of observations
about the current state of the browser, including HTML, DOM, accessibility tree [286], screenshot,
opened tabs, etc.. These observations can be also augmented with configurable attributes that

8More specifically, version 0.14.2. Full details can be found in https://github.com/All-Hands-AI/

OpenHands/tree/main/openhands/agenthub/codeact_agent
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could allow agents to better understand web page observations, such as using a set-of-marks on
screenshot [146, 444], visible element marking, focused element, interactable element marking,
in-viewport element filtering [498], etc..

Actions The agent connects with the environment through a core set of general actions. Ac-
tions IPythonRunCellAction and CmdRunAction enable the agent to execute arbitrary Python
code and bash commands inside the sandbox environment (e.g.,, a secure isolated Linux operating
system used as our local workspace). BrowserInteractiveAction enables interaction with a
web browser with a domain-specific language for browsing introduced by BrowserGym [70, 94].
These actions provide a comprehensive, yet flexible set of primitives that cover most of the tasks
performed by human employees of TheAgentCompany, including navigation, click, hovering,
and typing, etc.

Observations Observations describe the environmental changes that the agent observes.
The main types of observations used in the CodeAct agent include the execution result of
bash terminal commands, Python programs, and browser actions. Specifically, the execution
result of browser actions is usually browser snapshots and textual representation in the form of
accessibility tree of the current browser viewport.

Workflow At each step, the underlying backbone LLM will take in prompts consisting of
previous agent history and the current observation of the environment, and generate a response
consisting of the action to execute next. On a higher level, the agent can perform the task
by executing code, including executing bash commands, Python code, or browser-specific
programming language (defined in BrowserGym).9 This general action space allows the agent
to perform various tasks, including editing files, browsing the Web, running programs, etc.

11.7 Experimental Results

In this section, we evaluate popular foundation models, both closed and open, on TheAgentCom-
pany benchmark. We use OpenHands CodeAct agent (§ 11.6) for all experiments. This serves as
a baseline for future development of both the foundation LLMs and the agent infrastructure.
Note that since LLM evaluators and NPCs are part of the environment rather than the agent

9https://github.com/ServiceNow/BrowserGym/blob/main/browsergym/core/src/browsergym/core/

action/functions.py
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being evaulated, we fix their backbone LLM to Claude-3-5-Sonnet-20241022, which demon-
strated the best qualitative accuracy in simulating human colleagues and judging deliverables in
preliminary experiments.

11.7.1 Result Overview

Table 11.3 shows the evaluation results of both closed and open foundation models on the full
evaluation set of TheAgentCompany (175 tasks). We can see that the Claude-3.5-Sonnet is the
clear winner across all models. However, even with the strongest frontier model, it only manages
to complete 24% of the total tasks and achieves a score of 34.4% taking into account partial
completion credits. Note that this result comes at a cost: It requires an average of almost 30
steps and more than $6 to complete each task, making it the most expensive model to run both
in time and in cost. This is expected as most of the tasks in our benchmark are of long-horizon
nature. The Gemini 2.0 Flash model that comes second in terms of capability requires 40 steps
on average to complete the tasks, which is time consuming, yet only to achieve less than half the
success rate compared to the top-performing model. Surprisingly, its cost is less than $1, making
it a very cost-efficient yet relatively strong model. A qualitative examination demonstrated
that this was due to instances where the agent got stuck in a loop or aimlessly explored the
environment.

Among the open-weight models, Llama 3.1 (405B) achieves the highest performance, nearly
on par with OpenAI’s GPT-4o model, though still having a big gap behind the leading Claude
3.5 Sonnet. Interestingly, comparing the number of steps and costs between the open Llama 3.1
(405B) model and the closed OpenAI GPT-4o model, Llama 3.1 takes more steps and costs nearly
2x more to run, while having a lower success than GPT-4o. Anecdotally, our inspection showed
that GPT-4o seems to be better at giving up early, saving steps and costs if the task is clearly out
of the capacity range of the agent. This suggests that open-weight models are not always the
most cost-effective choice in agents given serving cost, especially with highly complex tasks.

On the other hand, the newer generation of Llama model, Llama 3.3 (70B) achieves a con-
siderably high performance of 6.9% success rate, on par with the much larger (405B), older
generation (Llama 3.1) model. This model also costs significantly less because of its smaller size.
This suggests a promising future for LLM development, as smaller and more efficient models
begin to catch up in agent performance.

274



Platform

0

20

40

GitLab Plane RocketChat ownCloud

Claude-3.5-sonnet Llama-3.1-405B

(a) Success rate across platforms

Task Category

0

20

40

SDE PM DS Admin HR Finance Other

Claude-3.5-sonnet Llama-3.1-405B

(b) Success rate across task categories

Figure 11.4: Comparing agent success rate across platforms (left) and task categories (right).

11.7.2 Analysis

How well do agents operate on different platforms? Table 11.4 presents performance
breakdown on tasks that involve different platforms in TheAgentCompany. A task is categorized
under a platform if one of the platforms that the task requires it. From Figure 11.4a, we can see
that most models struggle with RocketChat and ownCloud. RocketChat platform is where all the
social interaction with peers happens, and the low performance on this platform suggests that
current-day LLMs still need improvements in communicating with others. ownCloud platform
provides online Office suite functionality, and due to the complexity of the UI of web-based
Office software, it is expected that current LLMs fail badly on the platform. This suggests that the
browsing capability of the agents, especially on more complex websites, still needs improvement.
These results underscore the inherent challenges and complexities of performing tasks that
occur in real-world work environments, involve social interaction, or require understanding
and navigating complex web interfaces.

How well do agents perform on different type of tasks? Table 11.5 presents performance
breakdown on different types of tasks in TheAgentCompany. According to the nature of the task,
i.e., what kind of professionals are usually assigned with the task, the tasks in TheAgentCompany
can be categorized into several job departments: Software Development Engineering (SDE),
Project Management (PM), Data Science (DS), Administrative (Admin), Human Resources (HR),
Financial (Finance) and all the remaining (Other).

From the success rate demonstrated in Figure 11.4b, we can see that data science, adminis-
trative, and finance tasks are among the lowest, with many LLMs completing none of the tasks
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successfully, and even the strongest Claude model achieving much less than the rest of the tasks.
On the other hand, software engineering tasks, which may seem like much harder tasks for
many humans, result in a higher success rate. This suggests that there exists a gap between the
perceived difficulty of the tasks for humans versus the difficulty for LLM agents.

For example, some tasks in the administrative and finance category involves making spread-
sheets, collecting and filling in a lot of information from various people, or reading and under-
standing images scanned by employees. These tasks are arguably easier conceptually for humans
in terms of professional skill sets than software engineering, as SDE jobs usually have a higher
barrier of entry and more prerequisites for certain knowledge. However, most LLMs achieve
a much higher score on the SDE tasks. However, LLMs fail these seemingly easier tasks due
to lack of ability to understand documents, communicate with other people, navigate complex
software and tedious processes, and autonomously automate repetitive tasks. We hypothesize
that part of the reason lies in the fact that current LLM development is heavily based on software
engineering abilities, such as coding, due to several high profile benchmarks that measure this
capability (e.g., HumanEval, SWE-Bench) as well as the abundance of publicly available training
data related to software. On the other hand, administrative and financial tasks, are usually
private data within companies, not readily available for training LLMs.

11.7.3 Common Agent Failures

Overall, the agent performance on TheAgentCompany is still low and a majority of tasks are
failed. Among those, we try to find some common and interesting agent mistakes that are often
surprising because they are usually not made by humans.

Lack of commonsense Some tasks are failed because the agent lacks the common sense and
domain background knowledge required to infer implicit assumptions. For example, one task
asked the agent to “Write the responses to /workspace/answer.docx” but does not explicitly
states that this is a Microsoft Word file. A human can infer this requirement from the file
extension. The agent instead treats it as a plain text file, writing text directly to the file, resulting
in a task failure.

Lack of social skills Sometimes, the agent fails to understand the implications and goals in
the social conversations with colleagues in TheAgentCompany. For example, one task involves
asking Alex for help, and the agent first successfully asks the right question “Could you tell me
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who I should introduce myself to next on the team?” Then the simulated colleague Alex replied
“You should introduce yourself to Chen Xinyi next. She’s on our frontend team and would be
a great person to connect with!” At this point, a human would then talk to Chen Xinyi, but
instead the agent then decides to not follow up with her, and prematurely considers the task
accomplished.

Incompetence in browsing Often times, the biggest obstacle in tasks is the parts that require
browsing the Web. This is expected as browsing is still hard for agents given the complexity
of modern-day web UIs and the numerous distractions on a webpage. For example, on many
tasks that involve ownCloud, the closable popup that sometimes shows up and asks the user to
download the mobile phone apps for a better experience has become an obstacle. Humans can
simply click on the ‘x’ to close the popup, while the agents are stuck. Similarly, when trying
to download a file from ownCloud, there are several popups to click through before the actual
download, and each step is error prone for agents due to the complex UI.

Deceiving oneself Interestingly, we find that for some tasks, when the agent is not clear
what the next steps should be, it sometimes try to be clever and create fake “shortcuts” that omit
the hard part of a task. For example, during the execution of one task, the agent cannot find the
right person to ask questions on RocketChat. As a result, it then decides to create a shortcut
solution by renaming another user to the name of the intended user.

11.8 Implications and Future Directions

In this paper, we present TheAgentCompany, a new benchmark that stands out because it
specifically focuses on real-world tasks that would be tackled within the context of real-world
work. Unsurprisingly, current state-of-the-art agents fail to solve a majority of the tasks,
suggesting that there is a big gap for current AI agents to autonomously perform most of the
jobs a human worker would do, even in a relatively simplified benchmarking setting. Looking
at how different models perform on different types of tasks, we argue that tasks that involve
social interaction with other humans, navigating through complex user interfaces designed for
professionals, and tasks that are typically performed in private, without a significant open and
publicly available resources, are the most challenging. However, we believe that currently new
LLMs are making significant progress: not only are they becoming more and more capable in
terms of raw performance, but also more cost-efficient (e.g., Gemini 2.0 Flash). Open-weights
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models are closing the gap between proprietary frontier models too, and the newer models are
getting smaller (e.g., Llama 3.3 70B) but with equivalent performance to previous huge models,
also showcasing that efficiency will further improve.

That said, this is just a first step towards forming a firmer grasp on how AI may affect the
tasks performed within a workspace, and it has its limitations. First, our tasks are generally on
the more straightforward side due to the need to automatically evaluate with programs and test
cases, and we do not cover more complex creative tasks such as brainstorming new product
ideas or designing system architectures. Second, we are only using one agent scaffold as the
baseline performance, and others may differ in performance. Third, while it would be interesting
to know the actual performance of human professionals on these tasks to understand how LLM
agents perform in comparison, due to resource limitations we were not able to perform this
comparison in the current iteration of TheAgentCompany. Fourth, the topic and content of
the tasks were mostly created through introspection by people familiar with these workspaces,
which may result in some disconnect with actual tasks performed in enterprise settings.

Based on this, there are many future directions for further improvement of TheAgentCom-
pany or other related benchmarks in this space. These include further expanding the benchmark
tasks to those encountered in other industries, or tasks that require physical labor. Benchmarking
may also be expanded with tasks that have more vague intents to better simulate real-world
scenarios where the goal is not immediately clear at the very beginning. Further, benchmarks
could also be expanded to include higher-level longer-horizon tasks such as conceptualizing
a new product and carrying it to execution. We hope that TheAgentCompany provides a first
step, but not the only step, towards these goals, and that we or others may build upon the open
source release of TheAgentCompany to further expand in these promising directions.

11.9 Appendix

11.9.1 More TheAgentCompany Environment Details

TheAgentCompany Overview

## Company Introduction
The Agent Company is an innovative software firm specializing in distributed systems, database technologies,
and artificial intelligence. Our core business includes developing and maintaining high−performance
distributed graph databases, streaming databases, and providing advanced AI solutions.
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## Main Products and Services
1. Distributed Graph Database (based on JanusGraph)
2. Streaming Database (based on RisingWave)
3. AI Model Development and Inference Platform (based on OpenHands and llama.cpp)
4. Web Crawler Framework (based on Colly)
5. Distributed Search Engine (based on OpenSearch)
6. Low−Code Event−Driven Application Platform (based on Node−RED)

## Technology Stack
− Programming Languages: Rust, Python, C++, Go, Java
− Databases: Graph databases, Streaming databases, Search engines
− AI/ML: Large Language Models (LLM)
− Others: Distributed systems, API development, Documentation management

## Company Vision
To become a global leader in distributed systems and artificial intelligence, solving complex data processing
and analysis challenges through innovative technologies.

## Company Mission
To provide businesses and developers with the most advanced, efficient, and user−friendly data processing
and AI tools, driving technological innovation and maximizing the value of data.

TheAgentCompany Employee Roster with Project Assignments and Slack Channels

1. AI Agent (Agent employee being tested in TheAgentCompany)
− Role: All
− Responsibilities: All
− Project: All
− Slack Channels: All

2. Sarah Johnson (Female, 42 years old)
− Role: CTO
− Responsibilities: Technical strategy planning, R&D team leadership, new technology assessment
− Project: Oversees all technical projects
− Slack Channels: All technical channels, #general, #tech−talk

3. Li Ming (Male, 35 years old)
− Role: Database Team Project Manager
− Responsibilities: Managing database projects, resource coordination, ensuring timely delivery
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− Skills: Java, distributed systems
− Project: JanusGraph (Graph Database)
− Slack Channels: #project−graphdb, #engineering, #tech−talk

4. Zhang Wei (Male, 31 years old)
− Role: Senior Software Engineer (Streaming Database Team)
− Responsibilities: Developing and optimizing core streaming database functionalities
− Skills: Rust, database systems
− Project: RisingWave (Streaming Database)
− Slack Channels: #project−streamdb, #engineering, #tech−talk

5. Wang Fang (Female, 28 years old)
− Role: AI Researcher (AI Team)
− Responsibilities: Designing and implementing machine learning models, optimizing model performance
− Skills: Python, machine learning, LLM
− Project: OpenHands (LLM project)
− Slack Channels: #project−ai, #engineering, #tech−talk

6. Mike Chen (Male, 33 years old)
− Role: Senior Software Engineer (AI Team)
− Responsibilities: Developing and optimizing LLM inference engines
− Skills: C++, CUDA, performance optimization
− Project: llama.cpp (LLM inference project)
− Slack Channels: #project−ai, #engineering, #tech−talk

7. Emily Zhou (Female, 29 years old)
− Role: Software Engineer (Web Crawler Team)
− Responsibilities: Designing and implementing web crawler functionalities
− Skills: Go, distributed systems
− Project: Colly (Web Crawler Framework)
− Slack Channels: #project−webcrawler, #engineering, #tech−talk

8. Liu Qiang (Male, 36 years old)
− Role: Quality Assurance Engineer
− Responsibilities: Developing test strategies, executing tests, ensuring product quality
− Project: All projects (focusing on testing and quality)
− Slack Channels: All project channels, #engineering, #tech−talk

9. Priya Sharma (Female, 27 years old)
− Role: Documentation Engineer
− Responsibilities: Writing technical documentation, maintaining wiki, improving documentation

processes
− Project: Documentation (Wiki)
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− Slack Channels: All project channels, #engineering, #tech−talk

10. Mark Johnson (Male, 40 years old)
− Role: Sales Director
− Responsibilities: Developing sales strategies, managing sales team, expanding client relationships
− Project: N/A (Sales)
− Slack Channels: #sales−marketing, #general

11. Jessica Lee (Female, 32 years old)
− Role: Marketing Manager
− Responsibilities: Developing marketing strategies, managing brand image, organizing marketing events
− Project: N/A (Marketing)
− Slack Channels: #sales−marketing, #general

12. Chen Xinyi (Female, 30 years old)
− Role: Human Resources Manager
− Responsibilities: Recruitment, employee training, compensation management
− Project: N/A (HR)
− Slack Channels: #hr−announcements, #general

13. David Wong (Male, 45 years old)
− Role: Finance Director
− Responsibilities: Financial planning, budget management, financial reporting
− Project: N/A (Finance)
− Slack Channels: #general

14. Huang Jie (Male, 34 years old)
− Role: Product Manager (Search Engine Team)
− Responsibilities: Defining product requirements, planning product roadmap, communicating with

clients
− Project: OpenSearch (Search Engine)
− Slack Channels: #project−search, #product, #tech−talk

15. Sophia Rodriguez (Female, 37 years old)
− Role: UX Designer
− Responsibilities: Designing user interfaces, improving user experience, conducting user research
− Project: All projects (focusing on user experience)
− Slack Channels: All project channels, #product, #tech−talk

16. Alex Turner (Male, 30 years old)
− Role: Software Engineer (Low−Code Platform Team)
− Project: Node−RED (Low−Code Platform)
− Slack Channels: #project−lowcode, #engineering, #tech−talk
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17. Emma Lewis (Female, 33 years old)
− Role: Software Engineer (API Team)
− Project: API−server (Python project)
− Slack Channels: #engineering, #tech−talk

18. Jessica Chen (Female, 28 years old)
− Role: Frontend Software Engineer
− Responsibilities: Developing user interfaces, implementing responsive designs, optimizing web

performance
− Project: E−commerce Website Redesign
− Slack Channels: #project−ecommerce, #frontend, #tech−talk

TheAgentCompany Q3 2024 Quarterly Sprint Goals

## Engineering Teams
1. Graph Database Team (JanusGraph)

− Optimize large−scale graph query performance
− Implement new graph analysis algorithms
− Improve stability of distributed deployments

2. Streaming Database Team (RisingWave)
− Implement new stream processing operators
− Optimize memory usage
− Improve fault recovery mechanisms

3. AI Team (OpenHands & llama.cpp)
− Integrate latest LLM models
− Optimize model inference speed
− Develop model fine−tuning functionality

4. Web Crawler Team (Colly)
− Implement distributed crawling functionality
− Improve anti−crawling detection and bypass mechanisms
− Develop data cleaning and preprocessing modules

5. Search Engine Team (OpenSearch)
− Optimize full−text search performance
− Implement new relevance ranking algorithms
− Develop custom analyzer functionality

6. Low−Code Platform Team (Node−RED)
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− Design new visual components
− Improve workflow execution engine
− Develop more third−party service integrations

## Product Team
− Conduct user research, collect product feedback
− Develop Q4 product roadmap
− Optimize product documentation and user guides

## Quality Assurance Team
− Develop automated test suites
− Conduct performance and load testing
− Improve bug tracking and reporting processes

## Sales and Marketing Team
− Organize industry trade show participation
− Launch new content marketing campaigns
− Develop sales team training programs

## Human Resources Team
− Implement new employee development plans
− Optimize recruitment processes
− Organize team−building activities

## Finance Team
− Prepare Q2 financial reports
− Develop Q4 budget plans
− Optimize financial analysis tools

TheAgentCompany Internal Documents

Employee Handbook
Company Policies and Procedures Document
Payroll and Compensation Structure Document
Performance Evaluation Forms and Guidelines
Project Management Templates (including Gantt charts, risk assessment forms, etc.)
Technical Architecture Documentation
Coding Standards and Best Practices Guide
Product Roadmap
Marketing Strategy Document
Sales Process and CRM Usage Guide
Financial Reporting Templates
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Budget Planning Document
Human Resources Policies (including recruitment, training, promotion, etc.)
IT Security Policies and Guidelines
Customer Support Process Documentation

11.9.2 Agent-Simulated Colleagues Conversation Examples

We present some examples (see Figure 11.5, Figure 11.6 and Figure 11.7) of the agent’s interaction
with the simulated colleagues within our environment.
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Zhang Wei 
Male, 31 years old
Senior Software Engineer (Streaming Database Team)

Good morning! Which equipment do you need, 
and in what quantities?

We require three desktop computers (HP 
WorkStation) and three wireless mice. 

Thank you for providing the details. However, the 
total cost comes to $4,704, which exceeds your 
department's budget. Could you please consider 
reducing the equipment request to align with the 
allocated budget?

I understand the budget limitations so we can cut 
down on two mice and one desktop but not more 
than this because these are critical for our team 
to effectively work on RisingWave project.

Thank you so much for understanding. I will 
update you once we confirm the order. Have a 
great day! 

9:43 AM

10:03 AM

10:04 AM

10:24 AM

10:25 AM

Figure 11.5: Simulated Colleague Communication Example 1 – The agent is tasked with collecting
required equipment while adhering to the department’s budget. After calculating that the
requested items exceed the budget, the agent negotiates with the simulated colleague to reduce
the request, showcasing its ability of effective communication.
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11:23 AM

Hi Ming, where can I find the job description template 
for the new grad database engineering position?

The job description template for the new grad 
software engineering position is located on your local 
machine under the /instruction directory with the 
filename template.md

Thank you for the details. Also, what are the minimum 
and preferred qualifications?

Minimum qualifications:
1. Recent or upcoming Bachelor's/Master's 

Degree in Computer Science, Information 
Systems, or related fields.

2. Experience with SQL and at least one 
database system (e.g., MySQL, PostgreSQL).

3. Knowledge of database design, normalization, 
and query optimization.

Preferred qualifications:
1. Internship experience in database 

development or administration.
2. Familiarity with cloud databases (e.g., AWS 

RDS, Azure SQL).
3. Strong problem-solving and troubleshooting 

skills.

Thank you so much! Lastly, what is the ideal salary 
range? 

9:50 AM

10:06 AM

10:07 AM

10:24 AM

10:25 AM

Li Ming
Male, 34 years old
Project Manager (Graph Database Team)

The salary range for the new grad database engineer 
position is between $120,000 and $150,000. If you 
have further questions, feel free to ask!

11:34 AM

Figure 11.6: Simulated Colleague Communication Example 2 – The agent is tasked with writing
a job description for a new graduate software engineering position. To fulfill the task, the agent
communicates with simulated Project Manager to gather requirements. The agent requests
the job description template, minimum and preferred qualifications, and the ideal salary range.
This interaction evaluates the agent’s ability to gather information systematically and clarify
task-related requirements through effective communication.
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Emily Zhou 
Female, 29 years old
Software Engineer (Web Crawler Team)

Good morning! I'd like to schedule a meeting with 
you and Liu. When are you available?

Hi there, I'm available for a meeting on 
Wednesday or Thursday. What time works best 
for you on those days?

Great! I’m also available on Wednesday 
afternoons or Thursday mornings. Let me check 
Liu Qiang's schedule and confirm.

Sounds good. Once you've checked with Liu, let 
me know the final time for Wednesday or 
Thursday, and I'll block it on my calendar.

Hello Emily! The final meeting time is 10:30 AM 
on Thursday.  

9:43 AM

10:03 AM

10:04 AM

10:04 AM

10:38 AM

Liu Qiang
Male, 36 years old
Quality Assurance Engineer 

Hi Liu Qiang, I’d like to schedule a meeting with 
you and Emily. She’s available on Wednesday or 
Thursday. When are you available?

Hello! I’m available on Thursday for the meeting 
with Emily. Please let me know what time works 
best for both of you.

Oh good, I think Thursday works for us. Could we 
aim for a mid-morning slot? Perhaps around 
10:30 AM?

Yup. That works for me. I will send Emily a link 
myself. 

Thank you. The final meeting time is 10:30 AM on 
Thursday. Have a great day! 

10:05 AM

10:24 AM

10:25 AM

10:37 AM

10:38 AM

Figure 11.7: Simulated Colleague Communication Example 3 - The agent is tasked with schedul-
ing a meeting between NPCs Emily Zhou and Liu Qiang based on their availability. Emily is
available on Wednesday and Thursday, while Liu is only available on Thursday. The agent
identifies Thursday as the common free day and successfully proposes a mid-morning slot
at 10:30 AM, which both participants confirm. This example highlights the agent’s ability to
manage multi-turn conversations, effectively going back and forth between participants to align
schedules and finalize a meeting time.
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Table 11.2: Example task intents and checkpoints for three domains.

Domain Task Intent Checkpoints

SWE Set up JanusGraph and run it locally with an HTTP endpoint:
• Clone JanusGraph directory under /workspace folder

(http://the-agent-company.com:8929/root/janusgraph).

• Build the binary file.

• Launch JanusGraph server locally on port 8182 with an HTTP endpoint.

Checkpoint 1 (1pt): Check if JanusGraph
repo is cloned.
Checkpoint 2 (3pts): Check if the binary
file is built (requires skipping Docker in
pom.xml, hence higher points).
Checkpoint 3 (2pts): Check the Janus-
Graph Server as an HTTP endpoint.

Finance Navigate to ownCloud at http://the-agent-company.com:8092 and
complete Section B—Alternative Simplified Credit of IRS Form 6765:
• Gather necessary information from

/Documents/Financials/TAC_financials.csv and
/workspace/research_wages.csv.

• Consult /Documents/Financials/f6765_instructions.pdf for
instructions.

• Contact the finance director (David Wong) on Rocket.Chat
(http://the-agent-company.com:3000/home) for ambiguous
questions.

• Save the filled form as /workspace/filled_f6765.pdf.

Checkpoint 1 (5pts): Check if all 16 ques-
tions in Section B of the form have been an-
swered correctly.
Checkpoint 2 (3pts): Check if the correct
finance director (DavidWong) was contacted
to answer two ambiguous questions.

PM Analyze The Agent Company’s performance and create a summary in
Plane:
• Access Plane (http://the-agent-company.com:8091/tac/) and

navigate to "Analytics."

• Collect metrics: Open Tasks, Backlog Tasks, Unstarted Tasks, Started
Tasks, Unassigned Issues, Pending Issues.

• Create a summary and share it on Rocket.Chat
(http://the-agent-company.com:3000/home) in the #kudos
channel.

Checkpoint 1 (1pt): Check if Plane was ac-
cessed and the agent navigated to "Analytics"
section.
Checkpoint 2 (3pts): Check if all required
project metrics were collected.
Checkpoint 3 (1pt): Check if the sum-
mary was shared in the #kudos channel on
Rocket.Chat.
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Table 11.3: Performance comparison of various foundation models on TheAgentCompany.

Model Success Score Steps Costs

API-based Models

Claude-3.5-Sonnet 24.0% 34.4% 29.17 $6.34
Gemini-2.0-Flash 11.4% 19.0% 39.85 $0.79
GPT-4o 8.6% 16.7% 14.55 $1.29
Gemini-1.5-Pro 3.4% 8.0% 22.10 $6.78
Amazon-Nova-Pro-v1 1.7% 5.7% 19.59 $1.55

Open-weights Models

Llama-3.1-405b 7.4% 14.1% 22.95 $3.21
Llama-3.3-70b 6.9% 12.8% 20.93 $0.93
Qwen-2.5-72b 5.7% 11.8% 23.99 $1.53
Llama-3.1-70b 1.7% 6.5% 19.18 $0.83
Qwen-2-72b 1.1% 4.2% 23.70 $0.28

Table 11.4: Performance of the models in tasks that require different platforms in TheAgentCom-
pany. All numbers are percentages (%).

GitLab (71 tasks) Plane (17 tasks) RocketChat (79 tasks) ownCloud (70 tasks)
Model Success (%) Score (%) Success (%) Score (%) Success (%) Score (%) Success (%) Score (%)

API-based Models

Claude-3.5-Sonnet 30.99 40.25 41.18 50.37 21.52 34.68 10.00 21.81
Gemini-2.0-Flash 11.27 18.21 17.65 29.84 13.92 23.34 2.86 8.52
GPT-4o 11.27 19.46 23.53 33.68 5.06 16.08 1.43 7.76
Gemini-1.5-Pro 2.82 3.88 5.88 14.05 3.80 10.97 0.00 4.22
Amazon-Nova-Pro-v1 2.82 7.22 5.88 16.67 1.27 5.36 0.00 2.43

Open-weights Models

Llama-3.1-405b 5.63 11.84 29.41 39.12 8.86 16.46 0.00 4.45
Llama-3.3-70b 8.45 14.26 11.76 21.65 5.06 12.06 0.00 3.76
Qwen-2.5-72b 5.63 11.33 11.76 23.56 5.06 12.60 0.00 4.14
Llama-3.1-70b 1.41 6.09 5.88 15.35 2.53 8.23 0.00 3.32
Qwen-2-72b 1.41 1.94 5.88 12.45 0.00 4.88 0.00 2.60
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Table 11.5: Performance of various models in tasks with different nature in TheAgentCompany.
All numbers are percentages (%).

SDE (69 tasks) PM (28 tasks) DS (14 tasks) Admin (15 tasks) HR (29 tasks) Finance (12 tasks) Other (8 tasks)
Model Success Score Success Score Success Score Success Score Success Score Success Score Success Score

API-based Models

Claude-3.5-Sonnet 30.43 38.02 35.71 51.31 14.29 21.70 0.00 11.59 24.14 34.49 8.33 25.17 12.50 22.40
Gemini-2.0-Flash 13.04 18.99 17.86 31.71 0.00 6.49 6.67 15.20 17.24 23.08 0.00 4.31 0.00 10.05
GPT-4o 13.04 19.18 17.86 32.27 0.00 4.70 6.67 13.89 0.00 8.28 0.00 7.36 0.00 10.78
Gemini-1.5-Pro 4.35 5.64 3.57 13.19 0.00 4.82 6.67 9.92 3.45 11.42 0.00 2.78 0.00 8.07
Amazon-Nova-Pro-v1 2.90 6.07 3.57 12.54 0.00 3.27 0.00 0.00 0.00 4.27 0.00 2.78 0.00 2.86

Open-weights Models

Llama-3.1-405b 5.80 11.33 21.43 35.62 0.00 5.42 0.00 3.33 6.90 12.56 0.00 5.00 12.50 17.45
Llama-3.3-70b 11.59 16.49 7.14 19.83 0.00 4.70 0.00 1.67 6.90 11.38 0.00 5.69 0.00 7.03
Qwen-2.5-72b 7.25 11.99 10.71 22.90 0.00 5.42 0.00 2.14 6.90 12.36 0.00 7.15 0.00 5.99
Llama-3.1-70b 1.45 4.77 3.57 15.16 0.00 5.42 0.00 2.42 3.45 7.19 0.00 3.82 0.00 2.86
Qwen-2-72b 2.90 3.68 0.00 7.44 0.00 4.70 0.00 0.56 0.00 4.14 0.00 3.61 0.00 4.95
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Chapter 12

Conclusion

This thesis presented a series of approaches to enable natural language interactions with the ex-
isting computer interface. We first explored pre-training for code generation models, leveraging
external unlabeled large scale resources for improving performance on specific tasks. Next, we
perform human study of code generation, exposing a lot of promising directions for a better
natural language interface to programming. Then we improve retrieval-augmented models in
both coding and textual models. Finally, we explore the interactive use of LLMs as agents. We
built two benchmarks, WebArena and TheAgentCompany, for simpler daily online tasks and for
more consequential, real-world demanding job tasks that take place in an imaginary software
engineering company. We built an OpenHands agent platform to enable agent creation that can
utilize the full interface to the computer, including the terminal, browser, and editor. On top of it,
we tested and proposed a new agent that by combining coding and browsing in agent action and
observation space together, the agent will have a better performance, largely due to the ability
to choose the easiest route towards task completion, by either using code or using browsing.

Looking back, the recent rapid development of large language models has partially solved
some tasks that were struggling a few years ago. However, many of the previously identified
challenges are still valid even today. For example, the basic semantic parsing from natural
language to meaning representations might seem trivial today, but in order for such systems to
be truly useful, the bridge between language and the real world environment and the human
user is still a big challenge.

For a truly interactive and intelligent system that can enable humans to interact with
computers using natural language, the code generation still poses a few unsolved challenges.
For example, from human study we learned that people often need more context and knowledge
in order to judge the correctness of the generated code, and even with today strong AI coding
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assistants, users, without enough knowledge, are still unable to confidently accept or reject the
generated code. Similarly, human intentions are usually ambiguous. People might not know
exactly what is needed and what should be specified until they gradually dive deeper into the
project. As a result, the ability for the system to ask for clarification and infer human implicit
intent with very natural interaction is very crucial but unsolved today.

From the thesis, we learned that retrieval is often necessary to achieve the goal, especially
when information sources are changing and evolving rapidly. However, with a less specified
and more implicit query, retrieval is still difficult. There has been a great improvement in terms
of both retrieval efficiency and accuracy in recent years, given clear queries. However, most of
the time, similar to what described above, the hard part is to infer what should be the actual
query - as the user input might be too high-level for it to be useful directly searching the Web,
and understanding when, where and what to retrieve remains a challenge to further improve
the factuality and provenance of these systems.

Looking forward, as discussed in the last part of the thesis, AI agents are the future towards
a better natural language interface to computers. They can interact and combine multiple
interfaces, such as computer programs, user interface, web, apps, and much more. We have
had some first attempts to benchmark the capability of such systems; however, even more
comprehensive and consequential tasks and more realistic and scalable environments are the
future. For example, what about completing a whole project from an idea to a final product
using an AI agent? New evaluations and safeguards on the safety of agents when deployed in
real world are also needed, as the interaction with the real world usually comes with greater
consequences. We also discovered the limitation of current text-only LLMs for agent tasks.
For web browsing, it is sometimes crucial to use visual input, and thus this requires more
development on multi-modal understanding of foundation models of the computer interfaces
as if the agents are human users - sharing the action space and input representation on par
with what humans would perform and perceive. Another aspect that is currently lacking is how
the agent will communicate and collaborate with other human users, and sometimes other AI
agents, in a socially intelligent way. Moreover, current research on LLM agents mostly focuses
on digital agents that interact with computers, but in the future, we would love to see the action
space and environment expand to physical world and observations.

Detailed Contributions The natural language to code generation model that first utilizes
pretraining external knowledge (Chapter 2) is published at ACL 2020. One of the largest open
source pre-trained code language models at the time of release, supporting multiple program-
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ming languages and a comprehensive evaluation study (Chapter 3) is published in the Deep
Learning for Code (DL4C) Workshop at ICLR and the 6th Annual Symposium on Machine
Programming (MAPS) at PLDI, 2022. The human study of code generation in real-world IDE sce-
narios (Chapter 4) is published in ACM Transactions on Software Engineering and Methodology.
A better non-parametric language model utilizing “structural locality” information (Chapter 5)
is published in ICLR 2022. A comprehensive study of why non-parametric language models
like kNN-LM work (Chapter 6) is published in ICML 2023. DocPrompting that first retrieves
relevant library documentation and then generate code based on the reference (Chapter 7) is
published in ICLR 2023. FLARE that actively decides when and what to retrieve during long-form
language model generation (Chapter 8) is published in EMNLP 2023. WebArena, a realistic web
environment for building autonomous agents (Chapter 9) is published in ICLR 2024. Besides,
I also led the browsing infrastructure and agent effort as part of the larger open source agent
framework OpenHands (formerly known as OpenDevin)1, which serves as the base generalist
and coding agent platform for many of the follow-up work. Additionally, a hybrid browsing and
API-calling agent experimentation that achieves new state of the art on WebArena benchmark is
released (Chapter 10). A new agent benchmark, TheAgentCompany, (Chapter 11) is also released,
containing more consequential tasks that would happen inside real world workplace scenarios,
to provide on step-up towards more complexity and importance than the daily online tasks
previously contained in WebArena.

The work presented here has also inspired my other relevant research projects not included
in the thesis. These include probing and prompting language models for factual knowledge
(TACL paper), a benchmark for structured procedural knowledge extraction from cooking
videos (EMNLP 2020 Workshop paper), a code model learning structural edits via incremental
tree transformations (ICLR 2021 paper), a neuro-symbolic language model with automaton-
augmented retrieval (ICML 2022 paper), a benchmark called MCoNaLa for code generation from
multiple natural languages (EACL 2023 paper) and a hierarchical prompting method that assists
LLMs on web navigation (EMNLP 2023 paper), a scalable data synthesis recipe called Synatra
for training digital agents by turning indirect knowledge into direct demonstrations (NeurIPS
2024 paper).

1https://github.com/All-Hands-AI/OpenHands
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