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Abstract

With the rapid advancement in language modeling, we have witnessed great

success in building natural language processing or multimedia analysis models ca-

pable of performing more complex reasoning and inference. Large models also

possess parameterized knowledge and can perform knowledge-centric tasks with-

out using externally stored knowledge. However, this paradigm is accompanied by

issues such as outdated, inaccurate knowledge, or hallucinations. Automated so-

cial content analysis, on the other hand, is an area often closely intertwined with

relevant, and in many cases, up-to-date background knowledge. Since the goal of

automatic social content analysis includes inferring or discovering opinions, inter-

ests, trends, and insights from text or multimedia content, access to background

information or knowledge is usually essential for a comprehensive understanding

of the content. Therefore, with the advent of recent generative modeling methods,

it is crucial to investigate whether it is still necessary to explicitly use andmodel the

knowledge for social content analysis tasks, as well as to identify effective methods

to incorporate the background knowledge.

In this thesis, we demonstrate that generative modeling can be effectively used

to perform various social content analysis tasks. We also show that external knowl-

edge is a powerful resource and can benefit the generative social content analysis

model during the training and inference stages. For the training stage, we dis-

cuss methods to leverage knowledge to enhance generative model training, includ-

ing transforming the external knowledge base into distant supervision for Twitter

profile inference, and using abstract knowledge as training constraints to enhance

entity-to-entity stance detection. For the inference stage, we primarily discuss

methods to incorporate knowledge into analysis during inference. We first explore

methods to find appropriate knowledge for inference with generative modeling,

including multimodal reranking and generative retrieval on a domain-specific cor-

pus. Then we discuss specific cases involving knowledge-seeking and knowledge-

enhanced inference with generative modeling on social content analysis tasks, in-

cluding zero-shot and few-shot stance detection, and extensions tomultimodal con-

tent analysis.
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Introduction

We have witnessed a great advancement in language modeling with the increase in model pa-

rameters and data for pre-training, fine-tuning, and preference learning [24, 74, 128, 135, 198].

These models [132, 162, 186, 220] show remarkable performance in many human language

understanding and generation tasks, especially with impressive capabilities for zero-shot or

few-shot analysis, as well as those tasks that require complex reasoning.

One of the concerns of current language modeling is the memorization and utilization of

knowledge [51, 227]. As language models are usually trained with data collected by a cut-off

date, they may not have the most up-to-date information with the rapid change in information

in the current digital world [129, 224]. The nature of unconstrained autoregressive generation

can also lead to hallucinated output, because there is no guarantee that token-by-token gener-

ation will always yield the correct information [43, 127, 154]. These phenomena, mostly due

to the lack of accurate knowledge, can lead to incorrect predictions when applying language

models to specific tasks.

However, automated social content analysis, which aims to discover opinions, interests,

trends, and insights from text or multimedia content, is usually closely intertwined with rel-

evant background knowledge [56, 185]. For example, to analyze the cultural background of a

speaker, the model should have enough knowledge on the categorization of different back-

grounds, the social norms for different communities, and how people with different back-

grounds behave differently. The opinion analysis is also highly dependent on the context, for

example, the polarity of the analyzed target or source with regard to politics, economics, or

ideology. Without enough knowledge, the model may only rely on superficial lexical patterns

in a context to make a prediction, which is an oversimplification, and can easily make mis-

takes when there are semantic or pragmatical nuances. Therefore, it is essential to investigate

whether different kinds of knowledge are still important to building today’s social content anal-

ysis models, especially with generative modeling. The choices of knowledge bases can be struc-

tured or semi-structured knowledge bases such as WikiData [1], prior or abstract knowledge,

3



and unstructured knowledge corpus such as a set of plain text or multimedia documents.

Thesis Statement

In this thesis, we systematically investigate different approaches to incorporating knowledge

into content analysis models, with a focus on the generative modeling-based methods as with

the trends of adapting large language models. We will discuss several typical methods for uti-

lizing knowledge. The first type of method is to transform knowledge into training signals

and to learn better models from it. We discuss transforming an external knowledge base into

a large-scale annotation-free distantly supervised dataset for model training and inference and

using abstract knowledge as soft logical constraints to conduct constrained learning. The sec-

ond and most common type of method is to augment the model input with retrieved relevant

knowledge information, which can be considered as additional evidence for model prediction

and reasoning. We first study the development of the retrieval pipeline in a domain-specific

setting with generative modeling and then study the applications of the retrieval-augmented

generation framework to social content analysis.

Another important theme of this thesis is the methodology for content analysis modeling,

where we have an emphasis on exploring generative modeling-based analysis, compared to

the traditional classification- or extraction-based analysis. The generative modeling takes a

text or multimedia sequence as input and predicts the output token autoregressively. We study

methods to incorporate generative modeling into different content analysis tasks, whichmainly

transform the analysis prediction into generating a sequence of text tokens. In this thesis, we

would like to have a rigorous comparison of the performance of generative modeling and tra-

ditional methods and where and how knowledge enhancement can further help the generative

modeling-based methods.

In this thesis, among a wide variety of social content analysis tasks, we investigate tasks

for knowledge enhancement with a theme to identify sensitive topics or issues concerning dif-

ferent backgrounds. Except for direct extraction from the context, these tasks typically require

models to conduct inference to obtain information that may not explicitly occur in the context.

These tasks can be divided into two different parts. The first part is to investigate the possi-

bility of identifying the personal or social background from a social context. The second part

focuses on the analysis of the subjective or objective stances expressed in the context. With the

combination of these two parts, we can potentially obtain statistics of the opinions toward a

certain topic with regard to different backgrounds, which can be especially helpful in drafting
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more inclusive texts or statements and reducing unintentional offenses.

This thesis attempts to bridge the gap between the analysis of social content from a short

snippet and the rich background information behind the text with advanced generative model-

ing methods. By involving knowledge in the modeling at different stages, our goal is to create

analysis models that make more accurate, controllable, and faithful analyses.

Thesis Overview

This thesis aims to explore different methods of using knowledge to enhance generative models

of social content analysis. This thesis is divided into three parts. The focus of the first part is

to use knowledge to enable or enhance the training of social content analysis models. We

will discuss two different methods: transforming the knowledge base into distantly supervised

training data and adopting abstract knowledge as constraints for model training. The focus of

the second part is on the foundation of knowledge-augmented generation, where we explore

the settings of multimodal knowledge-augmented generation and the option to use LLMs as

the retriever for domain-specific corpus. The focus of the third part is on the application of

the knowledge-augmented generation paradigm for specific social content analysis tasks. The

overall outline of the thesis is illustrated in Figure 1.

Training Inference
Knowledge As
Training Data

Knowledge As
Constraints

Knowledge
Seeking

Knowledge
Application

Knowledge

Retrieval RerankProfile Inference Stance Detection Stance

Generative Modeling

Hate Speech

Figure 1: Overall outline of this thesis.
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Part I. Knowledge-Augmented Training for Social Content Analysis with Generative

Modeling. In this part, we aim to use knowledge to enable or enhance the training of gen-

erative social content analysis models. In Chapter 1, we explore open-domain Twitter user

profile inference. We conduct a case study where we collect publicly available WikiData public

figure profiles and use diverse WikiData predicates for profile inference. We further propose

a prompt-based generation method, which can infer values that are implicitly mentioned in

the Twitter information. In Chapter 2, we work on the stance detection between two entities

in the context. We consider soft transitive consistency as the abstract knowledge to involve

the modeling of stance correlation among inter-connected entity pairs. We propose transitive

consistency constrained learning, which first finds connected entity pairs and their stances and

adds an additional objective to enforce transitive consistency.

Part II. Knowledge-Augmented Inference: Knowledge-Seeking with Generative Mod-

eling. In this part, we aim to explore the foundational paradigm for knowledge-augmented

generation. In Chapter 4, we explore multimodal retrieval-augmented generation. We intro-

duce an additional module, a multimodal reranker, to improve the ranking quality of knowl-

edge candidates for answer generation. Our reranking module takes multimodal information

from both candidates and questions and performs cross-item interaction for better relevance

score modeling, and we train the reranker with distant supervision. In Chapter 3, we explore

using LLMs to perform retrieval by generating representative document identifiers for domain-

specific corpus. We aim to build the LLM-based generative retriever with fully synthetic data

and explore factors that may affect the performance of generative retrieval, including the cov-

erage of synthetic data, different types of identifiers, and different training stages.

Part III. Knowledge-Augmented Inference: Applications on Social Content Analysis.

In this part, we aim to apply the knowledge-augmented generation paradigm to specific social

content analysis tasks. In Chapter 5, we explore zero-shot and few-shot stance detection with

a conditional generation framework and formulate the problem as denoising from partially

filled templates. We argue that this paradigm can better utilize the semantics among input, la-

bel, and target texts. We propose several auxiliary objectives, including jointly training target

prediction and incorporating manually constructed incorrect samples with unlikelihood train-

ing. More importantly, we verify the effectiveness of target-related Wikipedia knowledge with

the generation framework. We also extend the detection to multimodal content, such as de-

tecting hateful speech in memes. We argue that many multimodal contents require additional
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background knowledge to resolve, such as the species on the image and their unique features.

We propose retrieving relevant knowledge based on the multimodal contents and adopting the

knowledge into the final prediction reasoning.

Thesis Contributions

This thesis revolves around knowledge and generative modeling for social content analysis.

The contributions can be summarized as follows:

Knowledge is essential in learning social content analysismodels. Weverify that knowl-

edge in different forms is essential to learn robust social content analysis models. In this thesis,

we discover three types of knowledge forms: semi-structured knowledge bases (Chapter 1),

abstract knowledge that can be converted into soft constraints (Chapter 2), and textual or mul-

timodal background knowledge (Chapter 4 3 5). We demonstrate the use of semi-structured

knowledge bases or abstract knowledge to enhance model training and the use of textual or

multimodal background knowledge to enhance model inference.

Generative modeling is a powerful paradigm in social content analysis. In this thesis,

we also demonstrate the effectiveness of using generative modeling for different social content

analysis tasks, especially in few-shot or zero-shot settings, such as the open-domain Twitter

profile inference(Chapter 1) and zero-shot or few-shot stance detection (Chapter 5). In addi-

tion, we show that although frozen language models are pretty robust in simple classification

setups, those models still underperform when we require more structured analysis, even with

in-context examples (Chapter 2 4).

Knowledge can be involved at different stages of the social content analysis model

learning or inference. In this thesis, we explore multiple stages to involve knowledge and

demonstrate effectiveness. In the training stage, we show that semi-structured knowledge can

be transformed into distantly supervised training data (Chapter 1), and abstract knowledge

can be converted into training constraints with auxiliary objectives (Chapter 2). We also show

that retrieved background knowledge, such as the topic information, can be considered as an

additional input for prediction generation (Chapter 5) in the inference stage.
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Generative modeling helps establish a strong domain-specific retrieval pipeline. In

this thesis, we also explore using generative modeling to build a domain-specific retrieval

pipeline. We discuss synthetic data strategies for building domain-specific generative retrieval

(Chapter 3) and building distantly supervised multimodal reranker from the visual question an-

swering data (Chapter 4). Our results show that these methods can help build a strong domain-

specific retrieval pipeline, especially with limited resources for domain-specific model training.
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Chapter 1

Knowledge As Training Data: Towards

Open-Domain Twitter Celebrity User

Profile Inference

In this chapter, we introduce the method to transform the combination of a structured knowl-

edge base, WikiData, and Twitter data into large-scale training data for our proposed open-

domain Twitter user profile inference problem. This chapter represents the first type of meth-

ods that utilize external knowledge to enhance generative modeling training for social content

analysis. We also discuss the tradeoff between the extraction-based method and the generative

modeling-based method for this open-domain Twitter user profile inference problem, the limi-

tations of the generative modeling-based method with a detailed ethical statement for our data,

potential benefits and risks from this work, and our efforts to mitigate the risks.

1.1 Overview

Users’ profile information provides invaluable user features. Accurate automatic user profile

inference is helpful for downstream applications such as personalized search [166, 184, 213, 228]

and recommendations [16, 52, 120], and computational social media analysis [11, 14, 18, 178].

However, there are increasing privacy concerns that conducting profiling without appropriate

regulations may reveal people’s private information. Therefore, it is essential to investigate the

extent of profiling to promote proper use and make the potential risks clear to the public and

policy makers.
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Previous work on user profile inference has focused on a very limited set of attributes, and

models for different attributes employ different strategies. One line of research has formulated

it as a classification problem for attributes such as gender [114, 115, 151, 158], age [32, 42, 78, 157,

161], and political polarity [4, 36, 150]. In such classification settings, each attribute has it own

ontology or label set, which is difficult to generalize to other attributes, especially for attributes

that have many possible candidate values (e.g. geo-location, occupation). In addition, some

work involves human annotation, which is expensive to be acquired and may raise fairness

questions for labeled individuals [86].

Another line of research uses an extraction-based method, such as graph-based [143] and

unsupervised inference [59] for geolocation, distant supervision-based extraction [96, 144].

However, they still only cover limited attributes that cannot produce comprehensive profiles.

Besides, many attribute values are only implicitly mentioned in Twitter context, which cannot

be directly extracted.

In this chapter, instead of limited attributes, we explore whether open-domain celebrity

profiles can be effectively inferred. Taking WikiData [190] as the source of profile information,

which provides a much more diverse predicate set, we find WikiData profiles that have Twitter

accounts. We further collect Twitter information for each account, including their recent tweets

and Twitter metadata, and build models to infer profiles from collected Twitter information,

which is solely based on publicly available information and does not involve any additional

human annotation efforts.

We first follow Li et al. [96] to use profile information to generate distantly supervised in-

stances and build a sequence labeling-based profile extractionmodel, similar to Qian et al. [144].

In order to allow open-domain inference, we propose using attribute names as prompts [92] for

input sequences to capture the semantics for attribute predicates instead of involving attribute

names into the tag set. However, the extraction approach requires that answers must appear

in the Twitter context, which ignores some implicit text clues. Therefore, we further propose

a prompt-based generation method [148] to infer user profiles, which can additionally produce

values that are not straightforwardly mentioned in the Twitter information.

Our statistics show that only a limited number of WikiData attribute values can be directly

extracted from Twitter information. Our experiments demonstrate a significant improvement

when using the generation-based approach compared to the extraction-based approach, indicat-

ing that performing inference instead of pure extraction will be able to obtain more information

from tweets. Further analysis shows that the improvement comes mainly from the power of

combining extraction and inference on information not explicitly mentioned. However, we still
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Predicate Value

Entity ID Q76

Name Barack Obama

Country of cit-

izenship

United States of

America

Occupation Politician

Position held President of the

United States

Work location Washington,

D.C.

Spouse Michelle

Obama

... ...

(a) WikiData information.

Barack Obama

Dad, husband, President, citizen. Washington, DC

Across the country, Americans are standing up for abortion

rights—and I’m proud of everyone making their voices heard.

Join a march near you:

...

Happy Mother’s Day! I hope you all let the moms and

mother-figures in your life know how much they mean to you.

@MichelleObama, thank you for being a wonderful mother and

role model to our daughters and to so many others around the

world.

...

(b) Twitter information.

Figure 1.1: An example of paired WikiData and Twitter information. Relevant text spans with

corresponding attribute values are highlighted with the same color.

find several challenges and limitations for the model to be applied for real-world use, includ-

ing performances of low-resource attributes, distributional variances between celebrities and

normal people, and spurious generation.

Our contributions are summarized as follows:

• To the best of our knowledge, this is the first work to explore open-domain Twitter user

profiles.

• We create a new dataset for user profile inference from WikiData, providing with rich and

accurate off-the-shelf profile information that can facilitate future social analysis research.

• We propose a prompt-based generation-based method for user profile inference that provides

a unified view to infer different attributes.
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1.2 Problem Definition and Dataset

In this section, we first define the open-domain user profile inference and then describe the

dataset collection in detail.

1.2.1 Problem Formulation

The ultimate goal of user profile inference is to infer certain attribute value given the Twitter

information of a user. In Twitter, as shown in Figure 1.1b, we mainly use the collection of recent

Twitter tweets from a user u to represent Twitter information, which we denote as

Xtweet, u =
[
xtweet,u,1, . . . ,xtweet,u,ntweet,u

]
,

where eachxtweet,u,i represents a sequence from a single tweet. In addition, we also concatenate

the user’s publicly available Twitter metadata (username, display name, bio and location) into

a single sequence as complementary user information xuser,u. The final input from Twitter is

the combination of user metadata and recent tweets

Xu = [Xtweet,u; [xuser,u]] .

We then assume that user profiles follow the key-value representation

Ru =
{
(pu,1, vu,1), . . . , (pu,nr,u , vu,nr,u)

}
,

where each pair (pu,i, vu,i) represents the predicate and value of an attribute. Figure 1.1a shows

an example key-value profile obtained from WikiData.

The model for open-domain user profile inference is to infer the value v of an attribute p

from an user u given their Twitter information and a specific attribute predicate with parameter

θ

f(Xu, p; θ) = v.

1.2.2 Dataset Creation

Our dataset consists of WikiData public figure profiles and corresponding Twitter information.

An example of paired WikiData profile and Twitter information is shown in Figure 1.1. We first

discuss the collection of WikiData profiles and then discuss the collection of Twitter informa-

tion.
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Category #

# predicates 58

# average examples / predicate 12,238

# average candidates / predicate 1,179

# average tokens / answer 1.99

# tweets 13,570,664

# average words per tweet 15.3

# users (train) 106,699

# users (dev) 15,243

# users (test) 30,486

Table 1.1: Statistics of our collected data from WikiData and Twitter.

WikiData processing. WikiData is a structural knowledge base, which can be easily queried

with databases such as MongoDB
1
using its dump

2
. It contains rich encyclopedia information,

including information on public figures. Each WikiData entity consists of multiple properties

and corresponding claims, which can be considered as the predicate value pairs as shown in

Figure 1.1a
3
.

First, we use WikiData to filter entities that are persons with Twitter accounts. This can

be done by checking whether each entity contains the property-claim pair “instance of” (P31)

“human” (Q5) and then checking whether the entity includes the property “Twitter username”

(P2002). Then we extract the account of those filtered persons using the claim (value) of prop-

erty “Twitter username” (P2002). If there are multiple claims, we use the first only.

Next, for each entity, we check all its properties to build the person’s profile. In Figure 1.1a,

as an example, we can see that the property “occupation” is “politician”. For each property and

claim, we only consider their text information, and we use English information only. If there

are multiple claims for a property, we use the first one. We drop all properties that do not have

an English name for either predicate or value, or properties that do not contain any claims.

Since WikiData profiles usually contain many noisy properties that are not suitable (e.g.,

blood type) for Twitter user profile inference, we clean the data by 1) filtering extremely low-

1https://www.mongodb.com/
2https://dumps.wikimedia.org/wikidatawiki/entities/
3
Please refer to https://www.mediawiki.org/wiki/Wikibase/DataModel for further details ofWikibase

DataModel.
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frequency properties; 2) manually selecting somemeaningful and discriminative properties and

3) removing sensitive personal information listed in the Twitter Developer Agreement and Pol-

icy, such as political affiliation, ethnic group, religion, and sex or gender
4
.

Twitter processing. Wecollect publicly available Twitter information for users thatwe gather

fromWikiData, as shown in Figure 1.1b. The Twitter information consists of the user’s at most

100 recent publicly available tweets, as well as their metadata that includes username, display

name, bio (a short description that a user can edit in their profile) and location. We remove all

web links and hashtags from those tweets.

Category

Our Li et al. Fang et al.

Data (2014) (2015)

# predicates 58 3 6

# users 152K 10.6K 2.5K

# values 709K 10.6K 15K

# tweets 13M 39M 846K

Table 1.2: Comparison between datasets. Our data contains a diverse set of attributes, with

more users and values obtained from WikiData.

Statistics. We collect more than 168k public figures fromWikidata and filter out users whose

Twitter accounts are no longer accessible. We obtain about 152K users with 13 million tweets

in total. We randomly split the users into train, development, and test sets by 7:1:2. Detailed

statistics are shown in Table 1.1. We compare it with previous work such as Li et al. [96] and

Fang et al. [42], demonstrated in Table 1.2. We find that our dataset contains manymore diverse

predicates compared to Li et al. [96] and Fang et al. [42]. We also have a much larger number

of users and attribute values compared to the previous work. Although Li et al. [96] contains

more tweets than ours, they only consider the extraction setting, and most of the tweets in their

datasets are negative samples.

Long tail distribution of predicates. As shown in Figure 1.2, the number of examples per

predicate follows a long-tail distribution. Only a few predicates have many training examples,

4https://developer.twitter.com/en/developer-terms/agreement-and-policy
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occupation

country of citizenship

place of birth

educated at

employer
work location

professorship

Figure 1.2: The long tail distribution of different predicates. A few predicates have many exam-

ples, while most other predicates only have limited examples.

while most appear only partially in the user’s entity list. This raises a huge challenge for us to

develop a good model to utilize and transfer the knowledge from rich-resource predicates to

low-resource predicates. We discuss the details in the following section.

1.3 Methods

In this section, we discuss our methods for open-domain Twitter user profile inference. First,

we introduce an extraction-based method that largely follows the principle from Li et al. [96]

and Qian et al. [144]. Then, we discuss our proposed prompt-based generation approach that

provides a unified view to infer different attribute values and can further infer values that do

not appear in the Twitter context.

1.3.1 Extraction-based Method

We follow Li et al. [96] and Qian et al. [144] to generate distantly supervised training instances

for user profile extraction. Since our problem is open domain, we propose using attribute pred-

icates as prompts in input sequences and perform sequence labeling over them. This method

can be divided into three steps: label generation, modeling, and result aggregation.
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. . . On behalf of the United

O O O O O B

Nations , Secretary - General . . .

I O O O O O

Figure 1.3: An example tweet and tag sequence for attribute employer and value United

Nations.

Label generation. Distant supervised labeling assumes that if a user u’s profile contains

attribute value v, we can find mentions in their Twitter information expressing the value.

Specifically, we consider each sequencexi inXu independently. For each attribute predicate-

value pair (pj, vj) in u’s profile, we construct a tag sequence ti,pj for xi and the predicate pj .

For a span [xb, . . . , xe] that matches vj , we make

ti,pj ,b = B,

ti,pj ,b+1 = . . . = ti,pj ,e = I.

If a position k does not match the value, then ti,pj ,k = O. For simplicity, we use exact string

matching between vj and spans in the sequence. An example tag sequence is shown in Fig-

ure 1.3.

Modeling. Sequence labeling tasks usually include the label name in the tag set (e.g. B-PER

for the beginning of a mention representing a person; Lample et al.,2016). In the open-domain

profile inference setting, we have numerous attributes, and many of them have only a few

instances, as shown in Figure 1.2, which are not sufficient to be considered as separate tag

labels.

Therefore, we propose to use prompt-guided sequence labeling, where we append the at-

tribute predicate p to the front of the sequence as the prompt as follows:

[CLS] p [SEP] xi

Then, we perform sequence labeling on the second part of the input xi using the generated

labels. We use RoBERTa [116] as the backbone encoder, and we denote the last hidden states

of xi by H = [h1, . . . ,hn] where n represents the length of xi. The probability of predicted

labels is

P (ti,p,k | xi, p) = softmax (Whhk + bh) ∈ R3,
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Prompt Predicate: Occupation

Twitter 

Metadata

Name: Obama
Bio: Dad, husband, ....
Location: Washington, DC

Tweets Sliding Window [1]

Recent Tweets: On World Refugee ...

Output


T5 Model

Sliding Window [2]
Sliding Window [n]... ...

Bidirectional
Encoder

Autoregressive
DecoderOutput [n]

... ...
Output [2]

Output [1]

Politician
Vote

Filter

Figure 1.4: Theworkflow of the generation-basedmethod, which takes the combination of pred-

icate, Twitter metadata, and a window of tweets as input for a T5-based model, and aggregate

the window-level results into user level using majority vote.

where k represent the position in xi.

During training, we randomly drop negative instances that do not contain any B labels to

keep the positive-negative sample ratio steady.

Result aggregation. During inference, for each user, we first perform sequence labeling on

every sequence predicate pair exhaustively. Then, we aggregate sequence-level labeling results

into user-level results. For each attribute predicate, we select the span that has the largest

averaged logit as the final answer.

1.3.2 Generation-based Method

Extraction-based methods suffer from the fact that attribute values must appear in the Twitter

context. However, it is very likely that we cannot directly find those values in the context

and, therefore, need to infer them using implicit evidence for profile inference. To address this

issue, we propose using the conditional generationmethod, which is effective in both extracting

input information [98, 148] and performing inference and summarization [10, 164]. The overall

framework is illustrated in Figure 1.4.
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Modeling. We use T5 [148], a generative transformer based model, to directly generate the

answer given the predicate. Similar to the extraction-based method, to address the long-tail

distribution problem, we use the attribute predicate as prompts at the beginning of the input

sequence, which can capture the rich semantics of those open-domain attribute predicates, es-

pecially when the attribute predicate lacks examples in the data. Specifically, the input is the

concatenation of the prefix predicate (e.g. predicate:occupation), the user’s Twitter meta-

data, and the sequence of tweets that the user has recently published. We train the model to

generate the attribute value (y1, . . . , yn) by minimizing the cross-entropy loss:

LCE = −
1

n

n∑
i=1

log p(yi|y<i,x),

where x is the input to the model and n represents the length of the output sequence.

Since we have at most 100 recent tweets of each user whose total length normally exceeds

the limit of the model, we use sliding windows and divide recent tweets organized in chrono-

logical order into different windows, where each window can represent information within a

time range. Then, we train the model on these divided examples separately. Each example con-

tains the same prefix predicate and Twitter metadata but uses different parts of the tweets to

infer the attribute value.

Result aggregation. During inference, we use the same sliding window strategy and di-

vide the input into different examples to make predictions independently. Then, similar to the

extraction-based method, we aggregate those window-level predictions into a user-level pre-

diction. We count the occurrences of each predicted text for a predicate and then use a majority

vote to find the aggregated result of that predicate.

Result filtering. The generation-based method aggressively generates output without es-

timating whether the generated output is spurious. Therefore, it is important to filter those

incorrect predictions during inference.

After result aggregation, we first take the product of probability for each generated token

as the score for each aggregated prediction and then use the averaged score over all aggregated

predictions as the confidence score for the aggregated result. A low confidence score indicates

that the model cannot determine whether the prediction is valid.

For each predicate, we search the best threshold and set predictions with confidence scores

lower than the threshold as “no prediction”. We consider all predicted confidence scores from
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the development set as candidate thresholds and choose the threshold that yields the best per-

formance on the development set. The best-searched threshold is then directly applied to filter

results on the test set.

1.4 Experiments

In this section, we conduct experiments on our constructed dataset and user profile extraction

dataset [96]. Then, we provide a qualitative analysis and discuss the remaining challenges.

1.4.1 Experimental Setup

We use roberta-base5 as the base model for the extraction-based model, as it demonstrates its

effectiveness on multiple sequence labeling tasks. We use t5-small6 for the generation-based

model, which has much fewer parameters than roberta-base. We use two Nvidia GeForce

RTX 3090 GPUs as our computing infrastructure.

Extraction-based method setup. We finetune the model with 10 epochs using AdamW.

The learning rate is 5e-5 using the linear scheduler without warmup. The batch size is 128. The

hidden size for classification is 768. The positive-negative sample ratio is 1:5. We use tag-level

F1 as Qian et al. [144] to efficiently select the best results on the development set for a single

run. The training time is about 16 hours, and inference on the test set is about 5 hours.

Generation-based method setup. We fine-tune the model on all sliding window examples

for 5 epochs using AdamW. The learning rate is 1e-4, using a linear scheduler with no warmup.

The batch size is 96. We use gradient clipping with max norm 3 to increase stability during

training. We use sliding windows with size 512 and stride 128. We use a greedy search during

inference. We use the exact match to select the best results on the development set efficiently

for a single run. The training time is about 40 hours, and inference on the test set is about 3

hours.

Evaluation metric. We choose the user-level F1 as our evaluation metric. Specifically, we

suppose that a user profile consists of n different attributes. We use C(·) to represent the

5https://huggingface.co/roberta-base
6https://huggingface.co/t5-small
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count of different types of output. C(no prediction) refers to the count of “no predictions” and

C(correct prediction) refers to the count of predictions that match the WikiData profile. Then

we obtain the user-level F1 as follows:

precision =
C(correct prediction)

n− C(no prediction)

recall =
C(correct prediction)

n

F1 = 2
precision · recall
precision+ recall

We consider the prediction to be valid when it identically matches the ground truth. We

do not use entity-level or tag-level F1 as Qian et al. [144] because it is not applicable to the

generation model. We do not use generation-based metrics (e.g., Bleu) because we observe that

most predictions are very short. In addition, compared to no prediction, we want to penalize

wrong predictions more. In F1, the basis of precision does not include “no prediction” results

from models while it still has a penalty for wrong predictions.

1.4.2 Results

Results on User Profile Inference

Development Set Test Set

Model Precision Recall F1 Precision Recall F1

Random 0.22 0.22 0.22 0.23 0.23 0.23

Majority 14.56 14.56 14.56 14.19 14.19 14.19

Extraction 18.36 9.69 12.69 18.39 9.80 12.79

Generation 59.05 43.71 50.23 58.73 43.40 49.92

Table 1.3: System performance (%) on our constructed open-domain Twitter user profile infer-

ence dataset.

The main results are shown in Table 1.3. The random result means that predictions are uni-

formly randomly selected, and the majority result means that predictions are selected with the

values that occur most frequently in the training set. We find that both simple methods perform

poorly. In general, we find that our generation-based method significantly outperforms other
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methods by a large margin. We also find that the extraction-based method cannot outperform

the majority baseline. The reason is that the majority vote can achieve relatively high accuracy

on attributes that have a relatively small number of candidates, or one specific candidate takes

a large portion of the data, while we cannot find corresponding occurrences of some of those

attributes in the Twitter context.

Model Precision Recall F1

Random 0.26 0.26 0.26

Majority 4.77 4.77 4.77

Extraction 72.14 71.47 71.80

Generation 77.64 68.60 72.84

Table 1.4: System performance (%) on the subset of the test set that we can find occurrences of

attribute values in Twitter context.

To verify the above claim, we perform another test on a subset of the test set data, for

which we can find corresponding occurrences of attribute values in the Twitter context. We

find that only 13.56% of the test data can find those value occurrences, which indicates that

the majority of the data cannot be directly extracted from the Twitter context. The results

are shown in Table 1.4. By comparing the results with overall results, we can find that both

extraction and generation systems can get better performance on the subset where we can find

occurrences of attribute values. We find that the extractionmethod performs quite closely to the

generation-based method in this setting, though the generation-based method performs better

on precision and F1 and the extraction-based method better on recall. This result indicates that

when attribute values occur in the Twitter context, the extraction model can effectively extract

them, while the generation-based method can additionally infer values that are not included in

the Twitter content.

Results on User Profile Extraction

We conduct additional experiments on the profile extraction dataset from Li et al. [96], wherewe

can provide a direct comparison between our generation-based model and previous work. We

follow the same preprocessing as Qian et al. [144] on Education and Job. Wemake two changes

to our generation-based model for this dataset. 1) This dataset does not contain a timestamp

for each tweet, so we use each tweet as an independent sample instead of the sliding window
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Category Education Job

Precision Recall F1 Precision Recall F1

GraphIE 92.87 79.74 85.77 76.03 61.01 67.66

Generation 94.28 91.40 92.82 78.97 65.78 71.76

Table 1.5: Results on Li et al. [96] following the preprocessing as Qian et al. [144]. We re-

evaluate the results based on user-level F1. p < 0.01 for both F1 comparisons.

Model Precision Recall F1

Our model 59.05 43.71 50.23

-threshold 45.95 45.95 45.95

-aggregation 57.39 43.35 49.39

-metadata 53.59 40.45 46.10

Table 1.6: Effects (%) of result filtering (-threshold), result aggregation (-aggregation) and Twit-

ter metadata on development set. p < 0.01 for F1 comparisons.

strategy. 2) This dataset is designed for extraction, so for tweets fromwhich the answers cannot

be extracted, we train the generation model to output “no prediction”.

The experiment results are shown in Table 1.5. We compare with GraphIE [144], one of

the state-of-the-art models on this dataset. We reproduce the results from their script
7
and

re-evaluate on user-level with the majority vote. We use the averaged results over 5-fold cross-

validation as Qian et al. [144]. The results show that our model can significantly outperform

GraphIE on both Education and Job attributes, which indicates that even if the attributes are

limited, the generation-based method can still achieve promising performance.

1.4.3 Ablation study

We conduct an ablation study on two of our components, result filtering and result aggregation,

on our profile inference data, as shown in Table 1.6. We find that result filtering can successfully

filter spurious results by improving over 13% on precision while only dropping about 2% on

recall. We also find that result aggregation improves both precision and recall, indicating that

7https://github.com/thomas0809/GraphIE
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... One of the proudest moments of my career being the flag bearer

at the Olympics for my home country of Denmark! ...

Attribute Value

✔
country of citizenship Denmark

... It is going to be February 9, 2022 in Royal Arena against my

great friend! ... Beach bod/Mom bod Mommy daughter pool time

2 months with our little angel she clearly enjoyed her first tennis

lesson ...

Attribute Value

✔
occupation tennis player

... bio: Member of the European Parliament ... Still unclear about

strategic autonomy. We can’t flip a coin when deciding about 2%

GDP for Need a clear mechanism for EU intervention. My view in

on needs to get a chance to win 5G race...

Attribute Value

✔
occupation politician

... Can’t wait this match vs Brock! Wow...Amazing match Under-

taker def 21-0 ... Thanks for a great show. And I CANWRESTLE ...

Attribute Value ✘

occupation professional wrestler actor

Figure 1.5: Example window-level predictions from generation-based model with their context.

we can obtain better inference by using a larger Twitter context. Twitter metadata also provides

rich information about the user’s background. We train and evaluate another model without

Twitter metadata and find that we see a significant performance drop. However, we still find

that many attributes inferred by the model are not dependent on those metadata.

1.4.4 Qualitative Analysis

Figure 1.5 demonstrates four window-level predictions from the generation-based model with

relevant input context. The first case shows that the model can directly copy relevant informa-

tion from the context. The second and third cases show that themodel can infer the information

based on the context. The last case shows an error that the model does not fully utilize the in-
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formation provided by “wrestle” and generates incorrect information, possibly affected by the

other word “show”. This case indicates the importance of background information for a specific

attribute value.

1.4.5 Remaining Challenges

Although achieving improvement on open-domain attribute inference, we still find that the

model’s performance on attributes with low training samples is generally much lower than on

attributes with rich samples. It is still under investigation for a better generalization of these

low-resource attributes.

WikiData provides rich profiles for many Twitter users. However, the distribution of these

Twitter users with WikiData profiles may not align with the need for downstream tasks. For

example, most people with WikiData profiles are celebrities, such as politicians and athletes,

and it lacks information on general occupations, such as farm workers.

The granularity of the prediction results is also another important direction to investigate.

We observe in some cases that the prediction and the grountruth are in different levels of gran-

ularity. For example, the groundtruth can be “Tokyo” while the prediction may be “Japan”.

Therefore, it is also important to address this issue with both better modeling as well as evalu-

ation.

We consider that the model can predict all collected attribute values because we have manu-

ally selected meaningful and discriminative properties fromWikiData during dataset construc-

tion. However, it is still possible that a specific property value cannot be detected well based

on Twitter content, leading to spurious generation output. For example, if a user is a medical

doctor but did not discuss any medical information on Twitter, the occupation is very hard to

predict. It is still important to further investigate this “cannot predict” cases in both dataset

construction and model design.

1.4.6 Limitations

Besides the technical challenges discussed in Section 1.4.4-1.4.5, limitations of this work also

include the issue of data imbalances that some attributes may have imbalanced distributions.

For example, we may find significantly more profiles with the country of citizenship as the

United States than any other country, which may have a negative impact on generalization, es-

pecially when the distributions of training and inference diverge. Similarly, the distributional
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variances discussed in Section 1.4.5 indicate that the prediction results for non-celebrity distri-

butions should be carefully adjudicated. The degraded performance on low-resource attributes

also indicates that the prediction results may be unreliable when inference is made on attributes

without enough training data.

In this chapter, we assume that the attributes are already given. However, many WikiData

attributes are not applicable to everyone. For example, attributes such as “position played on

team” may be specific to athletes. Therefore, it is also important to investigate how to automat-

ically detect applicable attributes for certain users.

In this work, we use at most 100 recent tweets and aggressively create training and infer-

ence examples between each attribute and those tweets. Since we use sliding windows on the

collected tweets, involving more tweets in training or inference may significantly increase the

time cost.

1.5 Related Work

User Profile Inference. One line of user modeling research focuses on profile inference or

extraction. Previous work on user profile inference focuses on some specific attributes such as

gender [114, 115, 151, 158], age [32, 42, 78, 157, 161], and political polarity [4, 36, 150]. They of-

ten consider them as multi-class classification problems. Most of these methods use the context

of those social media posts. Alternatively, user name and profile on social media [114, 115],

part-of-speech and dependency features [157], user social circles [32] and photos [42] have

been explored as additional important features for different attribute inference. But those clas-

sification settings have a pre-defined ontology or label set, which is difficult to extend to other

attributes.

In addition to classification-basedmethods, there are also graph-based [143], distant supervision-

based and unsupervised extraction [59]. Compared to the classification method, extraction-

based methods are capable of identifying attributes with a large ontology. But they rely on

entities from the context as candidates, which limits the scope of the attributes that occur fre-

quently in the social media context.

Our open-domain Twitter user profile inference uses a larger predicate set and data than

previous work. We further propose the generation-based approach, which addresses the limited

scope.

Another line of user modeling research focuses on leveraging behavior signals [2, 80] or

building implicit user representations [61, 62], which is more distantly related to our problem.
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Sociolinguistic variation. The intuition of inferring user attributes from their posts aligns

with sociolinguistic variation in which people investigate whether a linguistic variation can be

attributed to different social variables [84]. Computational efforts to discover these relation-

ships include demographic dialectal variation [22], geographical variation [41, 133], syntactic

or stylistic variation over age and gender [72], socio-economic status [20, 44].

1.6 Conclusion

In this chapter, we first explore open-domain Twitter user profile inference. We use the combi-

nation of WikiData and Twitter information to create a large-scale dataset. We propose to use a

generation-based method with attributes as prompts and compare it with the extraction-based

method. The result shows that the generation-based method can significantly outperform the

extraction-based method on open-domain profile inference, with the ability to perform both

direct extraction and indirect inference. Our further analysis still finds some of the errors and

remaining challenges of the generation-based method, such as degraded performances for low-

resource attributes and spurious generation, which reveals the limits of our current generation-

based user profile inference model.

1.7 Attribute Descriptions

We provide the descriptions of each attribute fromWikidata in Table 1.7 to facilitate the under-

standing of attributes and mitigate the potential impact from dataset biases.
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ID Attribute Description

P106 occupation occupation of a person; see also "field of work" (Property:P101), "position

held" (Property:P39)

P27 country of citi-

zenship

the object is a country that recognizes the subject as its citizen

P19 place of birth most specific known (e.g. city instead of country, or hospital instead of

city) birth location of a person, animal or fictional character

P69 educated at educational institution attended by subject

P1412 languages spo-

ken, written or

signed

language(s) that a person or a people speaks, writes or signs, including

the native language(s)

P641 sport sport that the subject participates or participated in or is associated with

P108 employer person or organization for which the subject works or worked

P39 position held subject currently or formerly holds the object position or public office

P1303 instrument musical instrument that a person plays or teaches or used in a music

occupation

P54 member of

sports team

sports teams or clubs that the subject represents or represented

P166 award received award or recognition received by a person, organisation or creative work

P413 position played

on team / spe-

ciality

position or specialism of a player on a team

P551 residence the place where the person is or has been, resident

P1344 participant in event in which a person or organization was/is a participant; inverse of

P710 or P1923

P103 native lan-

guage

language or languages a person has learned from early childhood

P937 work location location where persons or organisations were actively participating in

employment, business or other work

P3602 candidacy in

election

election where the subject is a candidate

Continue on the next page

Table 1.7: Attribute Description
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ID Attribute Description

P463 member of organization, club or musical group to which the subject belongs. Do not

use for membership in ethnic or social groups, nor for holding a political

position, such as a member of parliament (use P39 for that).

P101 field of work specialization of a person, organization, or of the work created by such a

specialist; see P106 for the occupation

P118 league league in which team or player plays or has played in

P2094 competition

class

official classification by a regulating body under which the subject

(events, teams, participants, or equipment) qualifies for inclusion

P512 academic

degree

academic degree that the person holds

P2416 sports disci-

pline competed

in

discipline an athlete competed in within a sport

P1411 nominated for award nomination received by a person, organisation or creative work

(inspired from "award received" (Property:P166))

P361 part of object of which the subject is a part (if this subject is already part of object

A which is a part of object B, then please only make the subject part of

object A). Inverse property of "has part" (P527, see also "has parts of the

class" (P2670)).

P6886 writing lan-

guage

language in which the writer has written their work

P6553 personal pro-

noun

personal pronoun(s) this person goes by

P241 military branch branch to which this military unit, award, office, or person belongs, e.g.

Royal Navy

P410 military rank military rank achieved by a person (should usually have a "start time"

qualifier), or military rank associated with a position

P2348 time period time period (historic period or era, sports season, theatre season, legisla-

tive period etc.) in which the subject occurred

Continue on the next page

Table 1.7: Attribute Description
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ID Attribute Description

P710 participant person, group of people or organization (object) that actively takes/took

part in an event or process (subject). Preferably qualify with "object has

role" (P3831). Use P1923 for participants that are teams.

P1576 lifestyle typical way of life of an individual, group, or culture

P2650 interested in item of special or vested interest to this person or organisation

P740 location of for-

mation

location where a group or organization was formed

P859 sponsor organization or individual that sponsors this item

P812 academic

major

major someone studied at college/university

P8413 academic

appointment

this person has been appointed to a role within the given higher educa-

tion institution or department; distinct from employment or affiliation

P5096 member of the

crew of

person who has been a member of a crew associated with the vessel or

spacecraft. For spacecraft, inverse of crew member (P1029), backup or

reserve team or crew (P3015)

P803 professorship professorship position held by this academic person

P66 ancestral home place of origin for ancestors of subject

P112 founded by founder or co-founder of this organization, religion or place

P3828 wears clothing or accessory worn on subject’s body

P1321 place of origin

(Switzerland)

lieu d’origine/Heimatort/luogo d’origine of a Swiss national. Not be con-

fused with place of birth or place of residence

P495 country of ori-

gin

country of origin of this item (creative work, food, phrase, product, etc.)

P276 location location of the object, structure or event. In the case of an administrative

entity as containing item use P131. For statistical entities use P8138. In

the case of a geographic entity use P706. Use P7153 for locations associ-

ated with the object.

P5389 permanent res-

ident of

country or region where a person has the legal status of permanent resi-

dent

Continue on the next page

Table 1.7: Attribute Description
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ID Attribute Description

P1429 has pet pet that a person owns

P263 official resi-

dence

the residence at which heads of government and other senior figures of-

ficially reside

P1268 represents organization, individual, or concept that an entity represents

P3716 social classifi-

cation

social class as recognized in traditional or state law

P17 country sovereign state of this item (not to be used for human beings)

P488 chairperson presiding member of an organization, group or body

P7779 military unit smallest military unit that a person is/was in

P1716 brand commercial brand associated with the item

P6 head of govern-

ment

head of the executive power of this town, city, municipality, state, coun-

try, or other governmental body

P159 headquarters

location

city, where an organization’s headquarters is or has been situated. Use

P276 qualifier for specific building

P8047 country of reg-

istry

country where a ship is or has been registered

Table 1.7: Attribute Description
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Chapter 2

Knowledge As Constraints: Transitive

Consistency Constrained Learning for

Entity-to-Entity Stance Detection

In this chapter, we discuss converting abstract prior knowledge into a series of constraints and

using those constraints during training to enhance entity-to-entity stance detection. This chap-

ter represents another type of knowledge-enhanced training methods, which focus on abstract

knowledge and consider constraints when optimizing the model. We explore the options of

adding the constraints into classification and generation-based methods and investigate the

appropriate setup to incorporate the constraints.

2.1 Overview

Detecting polarity from text has been widely studied in different forms, such as sentence-

level [136] or aspect-level sentiment analysis [141], target-oriented stance detection [58, 171],

and structured analysis [19, 77, 203].

Some recent efforts explore a streamlined and informative form, entity-to-entity stance de-

tection [139, 222], which identifies the stance between a pair of entities with a directed link that

indicates source, target, and polarity. Entity-to-entity stance detection can be used to analyze

more objective contexts such as news articles in an effective way without the extraction of com-

plex dependency structure with opinion expressions [19, 77, 203], especially compared to most

previous work that usually assumes opinions come from the author [58, 130, 136, 141, 171].
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Richard Pilger attorney general new policy

Negative Positive

Negative

(e1, Richard Pilger), director of the elections crimes branch in the

Justice Department’s Public Integrity Section, told colleagues in an

email that the (e2, attorney general) was issuing “an important

(e3, new policy) abrogating the forty-year-old Non-Interference

Policy for ballot fraud investigations in the period prior to elections

becoming certified and uncontested”.

Figure 2.1: An example of three entity-to-entity stances and their consistency. If we know

“Richard Pilger” was against the “attorney general”, and the “attorney general” supported the

“new policy”, we may infer that “Richard Pilger” was also likely against the “new policy”.

The input of a typical entity-to-entity stance detection system consists of a context and a

pair of entities and finds a directed link between them, as shown in Figure 2.1. Previous ef-

forts [139, 222] optimize model training on each entity pair individually. However, the stances

of inter-connected entity pairs may be correlated. As we can find in Figure 2.1, if we know

“Richard Pilger” was against the “attorney general” (Negative), while the attorney general sup-

ported the “new policy” (Positive), we may infer that “Richard Pilger” was also against the new

policy with these two known stances. We hypothesize that this type of transitive correlation is

common in political news and can be used effectively to train better models [170].

In this chapter, we consider the correlation between inter-connected entity pairs as tran-

sitive consistency constraints during training and use these constraints to help learn entity-

to-entity stance detection models. Specifically, we first sample a pair of sentences that share a

common entity. Based on the intra-sentence entity-to-entity stances, wemay infer the stance of

the entity pair across the two sentences with transitivity. The inferred stance is expected to be

softly aligned with the stance detection prediction on the entity pair directly. Therefore, given

the two intra-sentence stance predictions and the cross-sentence stance prediction, we can add

additional soft consistency loss between the triple terms to enforce the similarity. In this work,

we develop two typical methods for entity-to-entity stance detection and try to combine the

transitive consistency constraints with them. One is based on relation classification from en-
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tity pair representations [40, 192, 193]. The other method is based on recent trends in language

model instruction tuning [33, 132, 160, 198], where we generate the stance autoregressive.

We conduct our experiments on DSE [139] and SEESAW [222], both of which analyze

stances in political news. DSE requires models to identify the neutral label, and the label direc-

tion. SEESAW is originally designed to jointly generate an entity pair and the corresponding

polarity, so it does not provide the mention-level entity annotation and the neutral label. Our

experiment results show that the transitive consistency constraints help in learning better clas-

sification and generation models, which also implies the prevalence of stance transitivity on

political news. We further show that the performance is sensitive to the degree of applying

constraints, and there is a performance degradation if we overstrictly enforce the constraints.

In addition, we find that large language models with in-context learning [132, 186] cannot ob-

tain reliable performance on DSE. Our further analysis shows that it is non-trivial to directly

use large language models with in-context learning on the neutral label or directed label pre-

dictions.

2.2 Entity-to-Entity Stance Detection Frameworks

Entity-to-entity stance detection identifies the stance between a pair of entities, as well as the

source and target through a directed link. In this section, we introduce two basic frameworks

for this challenge. One is based on relation classification using entity pair representations, while

the other is to generate the stance autoregressively.

2.2.1 Classification-Based Framework

Classification-based framework obtains entity-pair representation from the input sentence and

performs classification using the obtained pairwise representation. This paradigm has shown

effectiveness in various relation extraction tasks [40, 192, 193, 201].

Specifically, the model takes a sequence of tokens x with length n as input, representing

the input sentence. The input also includes the positions of two entity mentions (e1, e2) in the

text. We denote the groundtruth stance as s(e1, e2). In this task, we only consider the position

of the first token of the corresponding entity and denote the positions of the entity pair (e1, e2)

as (p1, p2).

The entity-to-entity stance detectionmodel predicts the stance between the given two entity

mentions. It first uses a pretrained language model (38, 116, PLM) to obtain the contextualized
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representation of the input sequence,

H = PLM(x),

where H represents the contextualized representation of the sequence and hi is the represen-

tation of the token at position i.

We obtain the entity-pair representation by concatenating the representation of the given

position pair

c = [hp1 ;hp2 ] .

Then, entity-pair representation is used for classification with a two-layer feed-forward neural

network (FFN) and a softmax layer to predict the entity-to-entity stance label s

p (s | e1, e2) = softmax (a) ,

a = FFN2(tanh(FFN1(c))),

where FFNi(h) = Wih+ bi.

For the stance detection task that requires models to detect both polarity and direction [139],

each classification label is the combination of direction and polarity. Therefore, the stance

label is related to the input order of the entity pair representation. For example, the label can

be “Entity 1 to Entity 2 positive” or “Entity 2 to Entity 1 negative”. “Entity

1” represents the first entity of the concatenated entity pair representation, while “Entity

2” represents the second entity. Therefore, “Entity 1 to Entity 2” indicates that the first

entity is the source entity while the second entity is the target entity. The only exception is the

neutral label, which is undirected in nature, which represents that there is no explicit stance

polarity between the two entities.

The model is trained by minimizing the cross-entropy loss

Ls = −
∑

Is(e1,e2)=si log p(s = si | e1, e2).

2.2.2 Generation-Based Framework

Generation-based methods have also shown strong performance on various tasks, especially

for tasks that are not traditionally modeled with generative methods [93, 98, 148, 202, 210].

Recently, a line of research utilizes conditional language models to perform relation extraction

and achieves promising performance [60, 121, 138, 191]. Therefore, we also use the generation-

based method on our entity-to-entity stance detection experiments.
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Specifically, our generation-based model is trained on decoder-only language models [132,

145], which takes input tokens and generates new tokens autoregressively using one Trans-

former [188]

p (o | x, e1, e2) =
|o|∏
i=1

p (oi | o<i;T(x, e1, e2)) ,

where x is the input sentence, and T(x, e1, e2) produces a combination of short instruction,

input sentence, and entity pairs into a single sequence with a template. In our entity-to-entity

stance detection task, we define the template as:

“Analyze the entity-entity stance in the following text:\nx\nEntity 1:

e1\nEntity 2: e2\nStance:”.

The model takes T(x, e1, e2) and produces a series of tokens o as the output of the entity-

to-entity stance detection. Similar to the classification-based method, we need to combine di-

rection and polarity into the output of the generation when performing a directed stance de-

tection. We first output the stance direction, and then output the stance polarity. We use the

text Entity 1 to Entity 2 and Entity 2 to Entity 1 to represent two directions, and

positive, negative, and neutral as polarity words. The output text of a neutral label does

not include a direction phrase as it is undirected.

The model is trained by minimizing the log-likelihood over the generated output sequence:

Ls = − log p (o | x, e1, e2)

= −
|O|∑
i=1

log p (oi | o<i;T(x, e1, e2)) .

2.3 Transitive Consistency Constrained Learning

Inter-connected stances may be correlated, especially in political news, as shown in Figure 2.1.

We hope to capture the correlation from optimizing the predicted stances that can be inferred

from the transitivity of existing stances. In this section, we will introduce the concept of tran-

sitive stance inference.

The transitive stance inference requires multiple inter-correlated entity pairs in a context,

while most existing resources only annotate one entity-to-entity stance at the sentence level.

Therefore, we propose a simple sentence-pair sampling method that helps obtain data for tran-

sitive inference. Then, we introduce the constrained learning method, which can be added to
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Sentence: 
Entities: 

Stance: 

Sentence: 
Entities: 

Stance: 

Entity-to-Entity
Stance Detection

Sentence: 
Entities: 

Stance: 

Sentence Pair Sampling Stance Inference Soft Consistency Constrained Learning

Figure 2.2: The overall framework of soft consistency constrained learning objective. We first

sample an entity as the shared entity and use this entity to sample two sentences that can be

used for stance inference. We then concatenate the two sentences, with combinations of entity

pairs from the sampled three entities for entity-to-entity stance detection, and the objective is

the penalty for inconsistent predictions.

e2−→e3 e2←−e3
Positive Negative Positive Negative

e1−→e2
Positive e1

Positive−→ e3 e1
Negative−→ e3 - -

Negative e1
Negative−→ e3 e1

Positive−→ e3 - -

e1←−e2
Positive - - e1

Positive←− e3 e1
Negative←− e3

Negative - - e1
Negative←− e3 e1

Positive←− e3

Table 2.1: The transitive mapping of a pair of directed stances with a shared entity. “-” denotes

no mapping between the pair of stances. We also do not apply transitive mapping for neutral

samples.

both classification-based and generation-based methods to capture transitive correlation. The

overall framework is illustrated in Figure 2.2.

2.3.1 Transitive Stance Inference

Suppose we have three entities (e1, e2, e3), and we know the directed entity-to-entity stance

s(e1, e2), s(e2, e3), the stance inference is to infer the stance from the two known stances

ŝ(e1, e3) = s(e1, e2)⊕ s(e2, e3).

The stance inference can be divided into two steps. The first step is to check whether e1 can

reach e3 (e1 → e2 → e3) or e3 can reach e1 (e1 ← e2 ← e3) using existing directed links, which
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is a prerequisite for transitivity. If e1 can reach e3, we will be able to infer the stance from

e1 (as the source) towards e3 (as the target), and vice versa. For other cases (e1 → e2 ← e3,

e1 ← e2 → e3), we will not be able to apply the transitive inference. We also do not use stances

with neutral labels in our stance inference, as they are undirected.

The second step is to determine the stance polarity. We formulate the stance polarity map-

ping similar to the logical non-equivalence (XOR) operator, and we denote the mapping opera-

tor by⊕. If both polarities of the two known stances s(e1, e2), s(e2, e3) are positive or negative,

the inferred polarity of the stance ŝ(e1, e3) will be positive. If among the two known stances,

one is positive and the other is negative, the inferred polarity of the stance ŝ(e1, e3) will be

negative.

Combining these two steps, we have a complete stance inference from transitive mapping,

which is illustrated in Table 2.1.

2.3.2 Two-Step Sentence Pair Sampling

Existing resources (e.g., 139) mostly focus on sentence-level annotation. For each sentence,

they pick one pair of entities and annotate the directed stance between them. However, as we

introduced in Section 2.3.1, to infer the stance with transitivity, we will need a pair of stances

of which two entity pairs share one entity and there are in total three entities. Therefore, we

propose a simple sentence-pair sampling method in the training data using a two-step sampling

to obtain these samples.

Specifically, we first uniformly sample an entity as the shared entity. Uniform sampling

over entities is to ensure that a few frequently occurring entities will not have a substantially

high probability of being sampled. Then, we can find all sentences with entity-to-entity stance

annotations involving the given entity, and we uniformly sample a pair of sentences among

them. The sentence pair will also provide us with a pair of entity-to-entity stance annotations

that share a common entity. We will disregard the sampled sentence pair if the entity pairs

from the sentence pair are the same, or if the sampled entity-to-entity stance pair does not

constitute the case in which we can apply the transitive mapping. We keep performing the

two-step sampling until we find a valid sentence pair.

2.3.3 Soft Consistency Constrained Learning

The overall idea of constrained learning is to add an additional penalty if the predicted label

does not match the inferred label [192]. We first use the classification-based method to explain
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our proposed method and naturally extend it to the generation-based method.

For a given sampled sentence pair (x1,x2) with entity pair (e1,1, e1,2) and (e2,1, e2,2) corre-

spondingly, we perform normalization on the sentence pair annotation first to ensure e1,2 = e2,1

as the shared entity. This normalization involves flipping the stance direction with the en-

tity order within the input entity pair. For example, if there is a stance s(e1, e2) interpreted

as Entity 1 to Entity 2 positive, after flipping the input order of the entity pair from

(e1, e2) to (e2, e1), the corresponding flipped stance s(e2, e1) will be Entity 2 to Entity 1

positive. Therefore, we flip the label of the first sentence if the shared entity is e1,1 in the

original annotation and flip the label of the second sentence if the shared entity is e2,2. For

simplicity, we assume that the input of the following discussion is already normalized.

We use concatenated input from the sentence pair [x1;x2]with three entity pairs (e1,1, e1,2),

(e2,1, e2,2) and (e1,1, e2,2), which represents two intra-sentence entity pairs with groundtruth

stance annotation, and one inter-sentence entity pair with inferred stance. These inputs will

be fed into the classification-based method and obtain three distributions, p(s | e1,1, e1,2), p(s |
e2,1, e2,2) and p(s | e1,1, e2,2). The objective is to promote similarity between p(s | e1,1, e1,2) ×
p(s | e2,1, e2,2) and p(s | e1,1, e2,2), where the former term can be considered as the probability

of applying stance inference, while the latter term is the probability of direct stance detection.

We use the groundtruth and inferred labels with L1 distance as this objective

Lc = | log p (s = s (e1,1, e1,2) | e1,1, e1,2)

+ log p (s = s (e2,1, e2,2) | e2,1, e2,2)

− log p (s = ŝ (e1,1, e2,2) | e1,1, e2,2)|.

We jointly train the consistency constrained objective with the regular single-sentence

learning objective Ls (cross-entropy for classification and sequence log-likelihood for genera-

tion)

L = Ls + λLc,

where the factor λ is to control the degree of enforcing the consistency objective.

Extending to generation-basedmethod. When extending the consistency constrained learn-

ing to the generation-based method, we need to find a legitimate estimate from the generation

framework to represent the log probability of the stance label. For simplicity, we directly choose

the sum of the log probability of the predicted polarity word and two entity numbers to rep-

resent the log probability, as they are the most important factors of an entity-to-entity stance

label.
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2.4 Experiments

2.4.1 Data

Category DSE SEESAW

# Label Types 5 2

Stance Direction In Labels Part of Input

Neutral Label Yes No

Entity Position Yes No

Data Statistics

# Train 13,144 6,263

# Valid 1,461 2,436

# Test 1,623 1,920

Table 2.2: Comparison of DSE and SEESAW datasets.

We conduct experiments on two datasets, DSE [139] and SEESAW [222]. DSE requires the

model to predict both the stance direction and the polarity with entity mentions and their

positions in the context. The annotation is always from the first mentioned entity to the second

entity in the context.

SEESAWwas originally designed to jointly generate pairs of entities with their stances, and

they do not provide mention-level entities and neutral labels. Instead, all the entities are in

canonical form without positions in the context. We slightly change the original experiment

setup to make it more consistent with the DSE setting, providing the entity pair with the stance

direction as part of the input. In this setting, the models are only asked to detect the non-neutral

polarity, given an entity pair and the stance direction.

As a result, for experiments on DSE, we can naturally use both methods introduced in this

chapter. While on SEESAW, the pairwise classification method is replaced with sentence-level

classification, which uses the name and direction of the entity pair and context in a question-

answering-based pair input. Detailed statistics and comparison of the two datasets are provided

in Table 2.2.
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2.4.2 Experimental Setup

For the classification-based method, we use RoBERTa [116] as the pretrained language model

to obtain entity pair representations, and we choose roberta-base1 as the base checkpoint

to initialize the model. For the generation-based method, we finetune an openly available

instruction-tuned large language model series, BLOOMZ [132]. We use bloomz-560m2 as the

initial checkpoint, as the model size is close to RoBERTa.

On DSE, we train the classification-based method using a learning rate of 2e-5. The batch

size is 32, and λ is 0.1. We train the model with 30 epochs and evaluate it on the validation

set to select the checkpoint with the best validation set performance. For the generation-based

method, we use a learning rate of 2e-5. The batch size is 32 for the cross-entropy learning ob-

jective and 16 for soft consistency constrained learning. λ is 0.1. We train the generation-based

method with 10 epochs and use the final checkpoint for the validation and test set evaluation.

On SEESAW, the generation-based method is trained with a learning rate of 1e-5, batch size

of 32 for sequence log-likelihood objective, 16 for soft consistency constrained learning, and

λ of 0.3. We train the generation-based method with 10 epochs and use the final checkpoint

for validation and test set evaluation. The classification-based model, as we mention in Sec-

tion 2.4.1, is a sequence classification given the entity pair with the direction, and the context

in a question-answering-based sentence pair input. The template for input sentence pair is

“Source Entity: e1, Target Entity: e2 </s> X”. We train this classification method

using a learning rate of 2e-5. The batch size is 32, and λ is 1.0. We train the model with 30

epochs and evaluate it on the validation set to select the checkpoint with the best validation set

performance.

We train all models with a linear scheduler with a warmup rate of 0.1. We use FP16 mixed

precision training for the generation-basedmethod. We use full fine-tuning on both classification-

based and generation-based methods. For sentence pair sampling to conduct stance inference

on the SEESAW dataset, we drop all sentences that include special entities such as <author>

and <someone>. We also do not need to consider the normalization step because the direction

is given as part of the input. For large language model inference, we use 4-bit quantization [37]

to reduce memory consumption.

1https://huggingface.co/roberta-base
2https://huggingface.co/bigscience/bloomz-560m
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Details of computational infrastructures. We use PyTorch [140], Huggingface Trans-

formers [205] and Accelerate [49] to perform model training and inference. All model training

is conducted with 1x or 2x Nvidia RTX 3090, or 1x Nvidia RTX A6000. BLOOMZ-176b inference

is conducted with 4x Nvidia A100 SMX 40G. The Llama2-70b-chat inference is conducted with

2x Nvidia RTX 3090 or Nvidia A40.

Comparing with previous work. We compare our work with some previous work, includ-

ing LNZ [107], DSE2QA [139] and POLITICS [117] on DSE. LNZ is a pairwise classification

model that combines the entity prior representation and entity representation in the context.

DSE2QA converts the stance detection problem into a series of template-based question an-

swering. POLITICS is a pretrained model with ideological information.

As we alter the original experimental setting of SEESAW, we provide our own implemen-

tation of DSE2QA and POLITICS in these data and compare it with our method. Especially on

these two datasets, we apply POLITICS with the same classification framework as our model.

The only difference is their ideology-aware pretrained model.

In addition, we also compare ourmethodwith the large languagemodel from the same series

as our generation model, BLOOMZ-176b [132]
3
with few-shot in-context learning samples on

both datasets, to understand the capability of existing large language models to perform this

entity-to-entity stance detection task. We take 5-shot samples of each label (in total 25 samples

in DSE and 10 samples in SEESAW) to perform the language model inference.

2.4.3 Results

Table 2.3 shows the experimental results on the DSE dataset, where we can find steady improve-

ment from adding the transitive consistency constrained learning to the classification-based

(Generation + Consistency Training) and generation-based method (Generation + Consistency

Training). We also observe that the improvement for the generation-based method is smaller

than the classification-based method, indicating that there is still room to further investigate

better methods to incorporate constrained learning into generative modeling. The results of a

large language model with in-context learning is illustrated with BLOOMZ-176b. This result

indicates that BLOOMZ-176b has a deficient performance on DSE, the entity-to-entity stance

detection task, and the few-shot in-context learning cannot substantially help with learning

well on this task.

3https://huggingface.co/bigscience/bloomz
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Methods

Development Set Test Set

Micro F1 Macro F1 Micro F1 Macro F1

LNZ (Combined) 69.40 65.16 70.55 53.58

LNZ (Context) 63.31 45.18 63.71 46.65

LNZ (EntityPrior) 59.14 44.27 58.53 40.63

DSE2QA (Complete) 78.92 67.51 77.26 66.17

DSE2QA (Pseudo) 80.72 68.27 79.73 67.66

POLITICS 85.45 71.94 84.19 71.12

Generation 83.92 70.14 83.25 70.12

+ Consistency Training 84.86 71.75 83.51 70.25

Classification 85.82 74.07 83.82 70.59

+ Consistency Training 86.67 74.41 85.19 72.50

BLOOMZ-176b + 25 samples 20.60 18.04 21.07 18.56

Table 2.3: Results on DSE dataset. The performances of our methods are averaged performance

(%) over 5 runs.

On the SEESAW dataset, we also find that the consistency constrained learning provides

consistent improvement to two base methods. The performance of the classification-based

consistency constrained method outperforms or is on par with previous work, specifically com-

pared to POLITICS, the model pretrained with ideology information. We can also observe that

the absolute improvement is slightly less than what we observe in DSE, which indicates that the

constrained learning objective works better when the stance directions are part of the predic-

tion output. BLOOMZ-176b, contrary to the DSE results, also provides fair performance on this

dataset. We will further discuss the large language model performance discrepancy between

DSE and SEESAW in Section 2.4.6.

2.4.4 Effects of Soft Consistency Constrained Learning

We further analyze the effects of the soft consistency constrained learning and illustrate the re-

sults in Figure 2.3 on the DSE dataset. We can observe that after involving the soft consistency

constrained objective, the performances compared to the one without the constrained objective

(λ = 0) improve. However, enforcing this objective with large λ, similar to vanilla data aug-

mentation, does not further contribute to the performance but instead results in performance
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Methods Micro F1

DSE2QA 83.35

POLITICS 84.02

Generation 80.35

+ Consistency Training 81.05

Classification 83.72

+ Consistency Training 84.11

BLOOMZ-176b + 10 samples 77.29

Table 2.4: Results on SEESAW dataset. Different from the original setting of SEESAW, we pro-

vide entity pair and direction as the input and ask models to predict a non-neutral stance. The

performances we reported are averaged performance (%) over 5 runs.

0.0 0.1 0.2 0.3 0.4
Balance Factor

0.840
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0.855
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Figure 2.3: The Micro F1 performances of generation and classification models on DSE devel-

opment set with different balance factor λ. In general, we can observe that with the increase of

λ, the performance first improves and then degrades.
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Training Micro F1 Macro F1

Data Augmentation 84.55 71.91

Consistency Learning 85.19 72.50

Table 2.5: Comparison between vanilla data augmentation and soft consistency constrained

learning. Both methods use the same two-step sampling method to obtain the inferred stance

of the cross-sentence entity pair.

Sampling Micro F1 Macro F1

Random Sampling 84.44 71.99

Two-Step Sampling 85.19 72.50

Table 2.6: Effects of two-step sampling method compared to the vanilla uniform random sam-

pling over all valid sentence pairs for stance inference on DSE test set.

degradation. This phenomenon suggests that transitivity does not always hold and that there

is still a chance that the inference is not correct. Therefore, consistency constrained learning

requires a carefully chosen soft setup.

In addition, we conduct another experiment to analyze the performance of soft consis-

tency constrained learning compared to vanilla data augmentation on the classification-based

method. The vanilla data augmentation uses the sample two-step sampling to obtain the in-

ferred label for the cross-sentence entity pair. The results are shown in Table 2.5. We can find

that both data augmentation and consistency learning can contribute to themodel performance,

while consistency constraints provide additional performance improvement from learning to

make consistent predictions in a context.

2.4.5 Effects of Two-Step Sampling

We also analyze the effects of two-step sampling. The results are shown in Table 2.6. We com-

pare the two-step sampling to uniform random sampling over all valid sentence pairs for stance

inference. The results show that two-step sampling outperforms uniform sampling, indicating

that it is important to consider the entity distributions when selecting the sentence pair. Vanilla

uniform random sampling over all valid sentence pairs results in a long-tail distribution of the

shared entity. However, constrained learning performs better when the shared entity follows a

46



Test Data Type Micro F1 Macro F1

Full Label 21.07 18.56

- w/o Direction 26.74 26.19

- w/o Neutral 66.96 35.80

- w/o Both 77.62 71.73

Table 2.7: Analysis of BLOOMZ-176b performances on different test data on DSE, including

test labels that do not require predicting direction, data excluding neutral samples, and test

labels without both of them. The results show that the performance suffers from predicting the

neutral labels and directional information.

uniform distribution.

2.4.6 Challenge of Large Language Models for Entity-to-Entity Stance

Detection

From Table 2.3, we find surprisingly low performance from the large language model, while the

performance on Table 2.4 is more promising. As we explained in Table 2.2, the main difference

between the two datasets is the requirement of label direction and neutral sample detection.

Therefore, we conduct further analysis to understand the performance discrepancy. Besides the

original test label, we use test data without label direction (only requiring polarity prediction),

test data without neutral label samples, and test data without both factors to analyze the impact

of these factors. We conduct a similar in-context learning scheme as introduced in Section 2.4.2.

The results show that the large language model achieves better performance by removing the

requirement of neutral label prediction or predicting directed information. Similar results on

Llama2-70b-chat can be found in Section 2.4.7.

This phenomenon reveals that the semantic information of directed stances and neutral

stances is not well pretrained in the current large language models. In addition, it is also non-

trivial to use the in-context learning method to help large language models obtain the ability

to conduct directed stance and neutral stance detection. These results also partly align with

Zhang et al. [221], which shows that large language models lag behind in complex or structured

sentiment analysis tasks.
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Test Data Type Micro F1 Macro F1

Full Label 18.48 19.86

- w/o Direction 56.56 50.82

- w/o Neutral 30.37 30.63

- w/o Both 84.55 54.92

Table 2.8: Analysis of Llama2-70b-chat performances on different test data types on DSE. The

results show that large languagemodels suffer from predicting the neutral labels and directional

information.

2.4.7 Additional Results on Llama2-70b-chat

Experiment results on Llama2-70b-chat are demonstrated in Table 2.8. The overall results are

similar to the results of BLOOMZ-176b. When requiring directed stance analysis with neutral

labels, Llama2-70b-chat with in-context learning provides deficient performance. If we simplify

the problem so that output does not require a directed stance, or samples do not include neutral

labels, Llama2-70b-chat shows more legitimate performance.

2.4.8 Large Language Model Prompts

We demonstrate the prompt templates for large language models in Figure 2.4. The prompts

consist of a short description of the task and a series of examples. We list the sample to solve

at the end of all demonstration examples.
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BLOOMZ-176b

The task is to detect the stance from source entity to target entity given

a context. The input consist a pair of entities and a context. Your output

can only be "Neutral", "Entity 1 to Entity 2 Positive", "Entity 1 to Entity 2

Negative", "Entity 2 to Entity 1 Positive", "Entity 2 to Entity 1 Negative"

without explanation. Below are a few examples:

Context: . . .

Entity 1: . . .

Entity 2: . . .

Stance: . . .

Context: . . .

. . .

Llama2-70b-chat

<s>[INST] <<SYS>>

The task is to detect the stance from source entity to target entity given

a context. The input consist a pair of entities and a context. Your output

can only be "Neutral", "Entity 1 to Entity 2 Positive", "Entity 1 to Entity 2

Negative", "Entity 2 to Entity 1 Positive", "Entity 2 to Entity 1 Negative"

without explanation. Below are a few examples:

Context: . . .

Entity 1: . . .

Entity 2: . . .

Stance: . . .

Context: . . .

. . .

<</SYS>>

Context: . . .

Entity 1: . . .

Entity 2: . . .

[/INST] Stance:

Figure 2.4: Prompt templates for BLOOMZ-176b and Llama2-70b-chat.
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Asked about quarterback (e1, Colin Kaepernick) favoriting negative

comments on Twitter as a form of personal motivation, (e2, Harbaugh)

gave it a thumbs up.

Classification Prediction: Neutral

Classification + Consistency Training: e2
Positive−→ e1

In the primaries, (e1, Morell) said, Putin played upon Mr. (e2, Trump)’s

vulnerabilities by complimenting him.

Classification Prediction: Neutral

Classification + Consistency Training: e1
Negative−→ e2

Table 2.9: Case study to compare the differences between vanilla classification model and clas-

sification model with consistency transitive constrained learning.

2.4.9 Case Study

We also include two cases from the classification-based method on the DSA dataset to demon-

strate the effects of consistency constrained learning, as shown in Table 2.9. In these two ex-

amples, we can find that consistency learning can help in finding the stance label and direction

in the context, while the baseline classification model only predicts neutral.

2.4.10 Limitations

In this work, our experimental setup assumes that the entities involved in a context are pre-

extracted, and we use gold standard entities for stance detection. However, to conduct end-to-

end entity-to-entity stance detection, we need an additional prerequisite component for entity

extraction, which is not used and covered in this chapter. Therefore, it is difficult to compare

this work with other work that conducts end-to-end entity-to-entity stance detection or struc-

tured sentiment analysis, such as generative entity-to-entity stance detection that jointly finds

entities with their stances [222].

In addition, the consistency constraints in this chapter are used during training. However,

for large language models discussed in this chapter, it is infeasible to conduct full fine-tuning

with limited computational resources. It is still under exploration how to use frozen large lan-

guage models to obtain reliable performances for this challenge and whether those consistency

constraints can also be effectively used in this setup.

In this chapter, our experiments are conducted in a specialized domain, political news, in
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whichwe generally seemore frequently polarized opinions. It is still under explorationwhether

the stance transitivity constraints widely exist in other domains. If not, we need to find sce-

narios where transitivity constraints hold and conduct constrained learning on these scenarios

specifically. In addition, in the general domain, the negation of a positive stance may not be

exactly the opposite one, which should also be considered when extending this work to a more

general domain. It is also an interesting direction to study similar transitivity in other settings

(e.g., relations in knowledge graphs, semantic concept inheritance).

2.5 Related Work

Earlier efforts on stance detection primarily focus on some specific targets with rich training

and testing data [15, 130, 171]. A typical model in this setting is built for each target sepa-

rately [6, 48, 130, 131, 169], or cross-target stance detection, where we have pre-defined leave-

out targets to test the model generalization to targets that do not have training data [9, 71, 104,

209]. More recent efforts also study zero-shot or few-shot stance detection on a large number

of targets [7, 56, 105, 106, 110, 112, 200]. This setting requires the model to generalize to a large

number of unseen targets. Recently, another line of research studies a more objective form

of stance detection, entity-to-entity stance detection [139, 222], where we analyze the stance

from one entity to another entity in the text. Our work follows this direction and studies the

consistency between related entity-to-entity stances and uses this consistency to help model

training, compared to previous work [139, 222] that tackles the stances individually.

On the other hand, stance detection can be considered a simplified task of structured sen-

timent analysis [19], which identifies opinion holders, targets, expressions, and polarities into

dependency structures. Typical stance detection setups assume that the opinions are from the

author, and models only need to consider the target. However, entity-to-entity stance detection

combines holders, targets, and polarities with more streamlined, directed link labels.

The consistency assumption between related stances is also related to multi-target stance

detection [170]. Multi-target stance detection is to detect a stance pair for a multi-target (e.g., a

pair of targets), assuming that when expressing the stance to one target, it also implies stances

to a related target. Similar consistency constraints have also been discussed on polarity link pre-

diction in social networks [91] and event relation extraction [192]. The focus of Leskovec et al.

[91] is the network-based link prediction, which is quite different from the text-based analy-

sis. Wang et al. [192] performs event-event relation extraction (temporal and hierarchical). The

document-level annotation provides consistent labels, and therefore, they do not have steps that
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we have to create data for consistency training. The transitive assumption is also aligned with

the motivation of the connotation frames [152], where a particular predicate may connote some

implied presupposed facts or sentiments. Allaway and McKeown [8] also presents a method for

capturing connotations regarding the cultural and emotional perspectives of the speaker. In our

work, the transitive rules that we use can be considered a simplification of the connotation, and

future work can extend it with more accurate features from lexical connotations.

2.6 Conclusion

In this chapter, we present a method that models the transitive consistency constraints during

training to help train entity-to-entity stance detection models. Our proposed methods first

sample sentence pairs to conduct stance transitivity inference and model the constraints as

the similarity between the inferred and directly predicted stance. Experiments show that this

constrained learning helps improve both classification- and generation-based models. Further

analysis indicates that constrained learning is sensitive to the balance factor that controls the

enforcement of constraints during training. We also find that large language models may not

perform reliable complex structured predictions, especially on neutral and directed samples.
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Part II

Knowledge-Enhanced Inference:

Knowledge-Seeking with Generative

Modeling
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Chapter 3

On Synthetic Data Strategies for

Domain-Specific Generative Retrieval

In this chapter, we discuss the data construction for using generative modeling to perform

domain-specific knowledge retrieval. We focus on generative retrieval, where we use the gen-

erative models to generate a series of tokens that can exactly match pre-defined document

identifiers as the retrieval process. We study data strategies for a two-stage training frame-

work. In the first stage, which focuses on learning to decode document identifiers from queries,

we investigate LLM-generated queries across multiple granularity (e.g., chunks, sentences) and

domain-relevant search constraints that can better capture nuanced relevancy signals. In the

second stage, which aims to refine document ranking through preference learning, we explore

the strategies for mining hard negatives based on the initial model’s predictions.

3.1 Overview

Generative retrieval is emerging as a promising paradigm for information retrieval (IR), lever-

aging generative models (e.g., Transformers, 188) to directly produce ranked lists of potentially

relevant document identifiers for a user query. During generative retrieval model training,

we generate synthetic queries that are relevant to each document in the corpus, and ask the

model to take those synthetic queries to produce corresponding relevant document identifiers.

Although prior work has made progress on various fronts, including training strategies (e.g.,

identifier choices) [21, 174, 183, 225], modeling techniques [31, 102, 226], and inference meth-

ods [26, 88, 217], the role of data strategies in training generative retrieval models, particularly

when dealing with domain-specific corpora, remains relatively underexplored. This gap is criti-
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cal: as generative retrievalmodels internalize the entire corpuswithin their parametricmemory,

the choice and quality of training data are likely to play a critical role in their performance.

Because generative retrieval models internalize the entire corpus, they require training to

remember and retrieve every document in the corpus. To mitigate the high cost and scalability

challenges of in-domain annotation, most studies have adopted DSI-QG [231], which uses syn-

thetic queries generated at the passage level by docT5query (a model trained on MS-MARCO

data[134]) on every document in the corpus. During model training, we will use these syn-

thetic queries as input to train the generative retrieval model to retrieve relevant documents by

generating the corresponding document identifiers. However, applying such off-the-shelf syn-

thetic data strategies to new domains may not suffice. Unlike dense retrieval approaches, which

focuses on strong text representation [65, 75], a generative retriever must develop three key ca-

pabilities: (1)memorization (storing the content of the corpus (e.g., documents) and mapping

them to their assigned identifiers), (2) generalization (inferring beyond explicit textual cues

from user queries), and (3) relevance scoring (accurately ranking document identifiers by rel-

evance to a given query). Domain-specific corpora can amplify these challenges, as the model

must adapt its internal representations to reflect domain nuances while maintaining robust gen-

eralization and ranking accuracy. In this work, we systematically investigate the data strategies

that can promote these core capabilities.

We introduce a two-stage training framework. The first stage focuses on mapping an in-

put directly to document identifiers via supervised fine-tuning on synthetic data. The second

stage uses preference learning to further improve ranking performance [102, 226]. Here, we

adopt Regularized Preference Optimization (137, RPO), an effective alternative to PPO-based

reinforcement learning [135]. We study the data strategies for both stages.

The first stage focuses on thememorization and generalization ability. We examine two data

sources as input for decoding document identifiers during training: context data (e.g., chunks)

directly extracted from the corpus and synthetic queries that represent various relevance sig-

nals. For synthetic queries, we investigate query generation using multi-granular context (e.g.,

sentence-level, chunk-level) to capture both local and global information from the corpus. We

also explore adding constraints derived from available metadata or domain-specific knowledge

when generating synthetic queries to enhance the model’s ability to handle complex domain-

relevant queries.

Models trained during the first stage are only optimized to produce a single positive candi-

date, which lacks relevance modeling among different candidates. In the second stage, we fur-

ther create data to refine the model’s ranking capability through preference learning [102, 226].
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We study the selection of negative candidate documents for preference learning. Instead of

relying on static offline data, we collect preference data online from the model’s top-ranked

candidates after the first stage and compare it to random sampling from the corpus. We further

investigate the choices and impact of varying the number of negative candidates on the ranking

performance.

We conduct experiments on datasets covering various aspects of relevance, including the

widely adopted Natural Questions (83, NQ), a multi-hop dataset MultiHop-RAG [180], and two

perspective-based retrieval datasets: AllSides [17] and AGNews [214] fromZhao et al. [223]. We

show that queries with different aspects, such as multi-granular and constraints-based queries,

significantly improve the retrieval performance compared to relying solely on chunk-level syn-

thetic queries from query generation models. Additionally, upsampling context data further

improves performance. Moreover, we show that these data strategies generalize well to other

types of document identifiers, such as atomic identifiers. Finally, we demonstrate that RPO ef-

fectively improves the ranking performance of generative retrieval and that the key lies in the

selection of high-quality negative candidates. High-quality hard negative candidates improve

performance, while random negatives may have an adverse impact.

In summary, this work offers a comprehensive investigation of data strategies for building

scalable and effective domain-specific generative retrieval systems. Our findings emphasize the

importance of creating high-quality and diverse synthetic queries that capture multiple levels

of granularity within the corpus, as well as informed negative selection strategies for ranking

optimization.

3.2 Generative Retrieval Framework

A typical generative retrieval framework takes a query as input and generates the correspond-

ing relevant document identifiers as the retrieval results [183]. Each document has a unique

identifier, so we can use the document identifiers to find documents for downstream tasks.

During training, we typically generate synthetic queries that are relevant to each document in

the corpus. Then, we use those synthetic queries as training queries to train generative retrieval

models to produce the corresponding relevant document identifiers.
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3.2.1 Document Identifiers

We primarily use semantic document identifiers in our experiments because of their superior

performance and scalability to larger corpus. Instead of using corpus-specific semantic identi-

fiers such as titles or URLs, we adopt a more general, keyword-based approach that is applicable

to a wide range of corpora [225]. Specifically, we instruct an LLM to produce a list of keywords

that represent a document and use this keyword list as its semantic identifier. We also extend

our synthetic data strategies to other types of identifiers, such as atomic identifiers, to validate

their generalizability.

3.2.2 Generative Modeling

The generative retrieval model learns from generating relevant document identifiers for a given

query. Formally, we assume that there is a query q and its relevant document d, and d′ is the

document identifier of d. The goal of generative retrieval is to produce d′ given q, which can

be represented as:

score(q, d) = P (d′ | q; θ)

=
∏
i

P (d′i | d′<i, q; θ) ,

where d′i is the ith token of the identifier. To ensure the validity of the identifiers generated

during inference, we use constrained beam search with Trie [26] to limit the output token space

at each decoding step. The top-k output from the beam search serves as the retrieval results.

Compared to dense retrieval models [75], generative retrieval simplifies the retrieval process

by directly performing the retrieval without external indexing. However, there are some unique

challenges in learning a generative retrieval model. As they solely rely on parametric knowl-

edge, these models must not only learn the retrieval task but also memorize and comprehend

the document content by associating it with corresponding identifiers. Therefore, generative

retrieval training typically requires processing the entire corpus.

3.3 Supervised Fine-Tuning Data Strategy

In a typical domain-specific setup, we often assume access to a corpus with little or no labeled

data for domain-specific training [55]. Therefore, it is crucial to create high-quality synthetic

data for generative retrieval training that thoroughly covers all documents in the corpus.
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Figure 3.1: The overall workflow of the generative retrieval training and synthetic data utiliza-

tion at each stage.

Our synthetic data comprises two components: Context2ID data and Query2ID data. Con-

text2ID involves training the model to retrieve document identifiers based on document con-

tent. Query2ID focuses on teaching the model to retrieve relevant document identifiers from a

given query. All the specific prompts we used in this section can be found in Section 3.8.

3.3.1 Supervised Fine-Tuning Objective

At this stage, we train the generative models to generate relevant document identifiers bymaxi-

mizing the individual token probabilities. While typical supervised fine-tuning (SFT), especially

with encoder-decoder architectures, focuses on optimizing the output (i.e. identifiers), it is also

part of the training goal for generative retrieval models to comprehend and memorize the con-

text. To this end, we also optimize the model for learning to decode the input. Specifically, for

a given query-document pair (q, d), where the query can be an actual query or the context, we

maximize the likelihood of the combined input and output sequence:

Lsft (q, d) =− logP (d′, q; θ)

=−
∑
i

logP (qi | q<i; θ)−
∑
i

logP (d′i | d′<i, q; θ).

3.3.2 Context2ID

Context2ID data is to learn to use document content to retrieve its document identifier. We

enumerate each chunk in the corpus and create a context to document identifier mapping. The
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Data Type Example

Context title: Christmas Day preview: 49ers , Ravens square off in potential Su-

per Bowl sneak peek. . . source: Yardbarker . . . San Francisco has racked

up an NFL-leading 25 turnovers and has given up the second-fewest rush-

ing yards (1,252) , . . .

Chunk-Level Query What is the potential implication of this matchup between the 49ers and

Ravens ?

Sentence-Level Query Where does the 49ers ’ defense stand in terms of total yards allowed

per game?

Constraints-Based Query According to the Yardbarker article, which team has the league’s most

effective running game?

Table 3.1: Examples of different synthetic queries generated from MultiHop-RAG corpus.

goal of Context2ID data is to help the generative retrieval model remember the document con-

tent and build the association between the document content and the corresponding document

identifier.

3.3.3 Query2ID

Query2ID is to learn to use a query to retrieve the relevant document identifiers. It helps the

model to learn the retrieval task itself and also to better comprehend the content from the query

perspective.

Previouswork [231] finds that it is effective to use a query generationmodel (e.g., docT5query,

134) to produce synthetic queries for all documents with multiple independent sampling. In this

work, we instead use an LLM for synthetic query generation. We ask the LLM to generate a

diverse set of m queries given a context, which can easily acquire a set of different queries

compared to multiple independent sampling and filtering for query generation models.

We consider the synthetic query generation from two different perspectives. One per-

spective is the use of context from different levels of granularity. The other perspective is

constraints-based query generation for domain-specific settings.

Multi-Granular Query Generation

We first consider generating queries with context at different levels of granularity. We mainly

consider two different levels: the chunk level and the sentence level. Chunk-level synthetic
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queries are produced by giving the whole chunk as the input context, while sentence-level

synthetic queries are produced by only giving an individual sentence. Similar to previous

work [231], the goal of producing chunk-level synthetic queries is to capture the overall se-

mantic information of the chunk. The goal of producing sentence-level synthetic queries is to

further capture the detailed semantic information in each sentence.

For each chunk, we ask the LLM to produce mc chunk-level queries. Then, we enumerate

each sentence in the chunk and ask the LLM to produce ms sentence-level queries for each

sentence.

Constraints-Based Query Generation

One unique advantage of LLM-based query generation is that we can further provide instruc-

tion to guide the LLM to produce queries that fit the specific domain setting. Therefore, we

also propose asking LLM to produce queries that include constraints of the documents derived

from their metadata, such as the author of the document or the political polarity of the docu-

ment content. Those constraints are in general domain-specific but common in the real world.

Table 3.3 specifies the attributes that we use to produce constraints-based synthetic queries for

each dataset. We ask the LLM to generatemi queries for each document.

3.4 Preference Learning Data Strategy

Previous work [102, 226] shows that learning from ranking tasks can further improve the rele-

vance modeling of generative retrieval models. But when generative retrieval models are based

on large models, optimization from complex ranking tasks, such as the listwise optimization,

may not be computationally efficient as there will be multiple forward passes. In this work,

we instead use a simplified method, adopting reinforcement learning from human feedback al-

gorithm to perform preference optimization [137], as those algorithms are widely applied in

optimizing large language models. We will first briefly introduce the preference optimization

that we use. Then, our focus will be on the synthetic data construction, which consists of the

synthetic queries and their corresponding preferred or rejected candidates.

3.4.1 Preference Optimization Objective

We use Regularized Preference Optimization (137, RPO) as our optimization method for pref-

erence learning. It is an extended version of Directed Preference Optimization (147, DPO),
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including additional supervised fine-tuning loss to alleviate the over-optimization issues on

negative responses. It takes an input query q, a positive candidate dp, and a negative candidate

dn as input. The loss is in favor of the positive candidate while against the negative candidate

Lrpo (q, dp, dn) =− log δ

(
β log

P
(
d′p | q; θ

)
P
(
d′p | q; θref

) − β log
P (d′n | q; θ)
P (d′n | q; θref)

)
− α

logP (d′p | q; θ)∣∣d′p∣∣ ,

where θref is the parameter of the reference model, i.e., the supervised fine-tuned model from

the first stage training. d′p and d′n are the identifiers of the positive and negative candidate,

respectively.

3.4.2 Synthetic Queries

Similar to the previous section, in a domain-specific setup, we assume that we do not have

enough data for model training. Therefore, after the supervised fine-tuning stage, we need a

batch of new synthetic queries for preference learning.

We still adopt the LLM-based query generation as with the supervised fine-tuning stage.

However, there are a few key differences in the instructions. First of all, we ask the LLM to

make queries as difficult as possible. At the same time, we ask the LLM to provide not only the

synthetic queries but also their corresponding answers. This is to ensure that, while making

difficult queries, those synthetic queries are still answerable using the given context.

These changes make the new batch of synthetic queries different from queries used during

supervised fine-tuning so that the model will not be over-optimized to the same batch of data.

Intensifying the difficulties also increases the likelihood that the initial generative retrieval

model makes mistakes, and therefore the model will benefit from the preference learning by

learning from those mistakes.

3.4.3 Candidate Selection

After producing the synthetic queries, the next step is to select document candidate pairs for

RPO optimization. For each training instance, we need one positive candidate and one negative

candidate. As we always produce synthetic queries based on a document, the positive candidate

can be naturally assigned. Therefore, the focus will be on selecting negative candidates for each

synthetic query.

To increase the hardness of the negative candidates, we choose to select negative candidates

from the retrieval results. Specifically, after the supervised fine-tuning stage, we will use the
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generative retrieval model to perform retrieval on the synthetic queries for preference learn-

ing. Our strategy focuses mainly on selecting the top-k candidates with ranks higher than the

positive candidate from the retrieval results. In this way, if the positive candidate ranks in the

top-1, we will not use the query for preference learning. If the rank of the positive candidate

is higher than k, then there will be different numbers of negative candidates, depending on the

rank. If the rank is lower than k, there will be k different negative candidates. When there are

multiple negative candidates, we pair each negative candidate with the positive one to form a

candidate pair instance for preference learning.

3.5 Experiments

3.5.1 Datasets

Wechoose 4 datasets for our experiments: three domain-specific corpora –MultiHop-RAG [180],

–AllSides [17] and AGNews [214] from Zhao et al. [223] – as well as the general-domain dataset

Natural Questions dataset (83, NQ).

For AllSides and AGNews, we mainly adopt queries from Zhao et al. [223]. In the case of

AGNews, we replace the similar document part in queries with another attribute of perspective,

as we focus on the query retrieval rather than document similarity search.

For NQ, we use the “old document” split from Kishore et al. [79], which constructs a subset

of Wikipedia pages containing all positive candidates for training and testing while keeping the

corpus size manageable for generative retrieval training.

Dataset Context

Queries

Chunk-Level Sentence-Level Constraints-Based

MultiHop-RAG 7,724 72,090 472,193 51,212

AllSides 645 6,313 173,898 6,091

AGNews 1,050 10,355 80,524 20,875

NQ 98,748 1,459,031 - -

Table 3.2: Dataset Statistics
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Dataset Attributes

MultiHop-RAG author, publish time, source,

category, title

AllSides political polarity

AGNews location, topic

Table 3.3: Attributes used in each dataset for constraints-based query generation.

3.5.2 Experiment Setup

For all datasets, we use Mistral 7b [69] series as the generative retrieval base model. We use

Mixtral 8x7b [70] to generate all synthetic queries and we use Claude 3 Sonnet [12] to generate

keywords. We use Mistral-7B-Instruct-v0.3 as the base model for generative retrieval

with the semantic identifier, while we use Mistral-7B-v0.3 as the base model for the atomic

identifier, as it is closer to a classification setting.

For supervised fine-tuning, we train the models with 2 epochs, with a learning rate of 2e-5

and a warmup ratio of 0.1. The batch size is set as 256. We use sequence packing to put multiple

examples in one forward pass [148]. We use bfloat16 for our training.

For preference learning, we mainly conduct experiments on MultiHop-RAG and NQ with

semantic identifiers. We train the models with 1 epoch. The learning rate is set as 1e-7, the

batch size is set as 64, β is set as 0.5, and α is set as 1.0.

The training infrastructure includes TRL [189], Accelerate [49], Transformers [206], Deep-

Speed [153] and FlashAttention-2 [35]. We use 8x Nvidia A100-SXM4-40GB for our experi-

ments. Each training or inference procedure can be completed in 1 day.

Statistics of the numbers of the documents, different synthetic queries can be found in Ta-

ble 3.2. The attributes used for constraints-based synthetic queries can be found in Table 3.3.

All the experiment results are obtained with a single run.

MultiHop-RAG

OnMultiHop-RAG, we split the documents into chunks with a maximum length of 256 without

overlap and conduct retrieval on individual chunks. For synthetic query generation, mc, ms,

and mi are set as 10, and the temperature for LLM inference on synthetic data generation is

set as 0.7. We interleave the Context2ID and Query2ID data as the full dataset for supervised

fine-tuning. The maximum sequence length is set as 700. For synthetic queries for preference
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learning, we ask the LLM to generate 10 queries. We perform the retrieval with beam size as

10 and retrieve the top-10 candidates for each query to construct the candidate pairs.

AllSides

On AllSides, we conduct document-level retrieval. For synthetic query generation,mc,ms, and

mi are set as 10, and the temperature for LLM inference on synthetic data generation is set as

0.7. For Context2ID data, as there are some long documents in the corpus, we will split the long

context into chunks with a maximum length of 256 without overlap. The Context2ID data is

constructed to use all chunks in the document to predict its corresponding document identifier.

We interleave the Context2ID and Query2ID data as the full dataset for supervised fine-tuning.

The maximum sequence length is set as 700.

AGNews

On AllSides, we conduct document-level retrieval. For synthetic query generation,mc,ms, and

mi are set as 10, and the temperature for LLM inference on synthetic data generation is set

as 0.7. The queries constructed by Zhao et al. [223] use two different perspectives. The first

perspective is either the location of the desired news or the topic, while the second perspective

is that the news is similar to another given news in the query. As we mentioned in Section 3.5.2,

we replace the second perspective with another field so that each query consists of both location

and topic perspectives. The topic and location information used for instruction-based synthetic

query generation is extracted with Mixtral 8x7b. We interleave the Context2ID and Query2ID

data as the full dataset for supervised fine-tuning. The maximum sequence length is set as 700.

NQ

On NQ, we conduct document-level retrieval. We use the document prefixes from [79] to pro-

duce the semantic identifiers. For synthetic query generation, we perform truncation on pages

when they are too long so that we always have at least 1024 token space for model output. We

set mc as 15 and the temperature as 0.7. We do not include sentence-level synthetic queries as

the number of those queries is too large to be included in training within a reasonable time. In-

stead, we include sentence-level Context2ID as the approximation and use the sentences from

the document prefixes from [79] to predict the corresponding document identifiers. In NQ,

we have high-quality human-annotated training queries, which we also include as part of the
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HIT@4 HIT@10 MAP@10 MRR@10

Chunk 43.64 66.65 13.98 31.14

+Sent 61.64 81.69 22.13 47.20

Table 3.4: Ablation study on the effect of synthetic queries generated at a sentence-level gran-

ularity of context.

Query2ID data, and therefore, we do not include instruction-based synthetic queries. We con-

catenate the Context2ID and Query2ID data as the full dataset for supervised fine-tuning, as

interleaving will produce a much larger dataset that cannot be trained within a reasonable time.

The maximum sequence length is set as 450. For synthetic queries for preference learning, we

also perform truncation as for supervised fine-tuning and ask the LLM to generate 10 queries.

As the generated query number is quite large for inference, we use the first 2 generated queries

for each document for preference learning. We perform the retrieval with beam size as 10 and

retrieve the top-10 candidates for each query to construct the candidate pairs.

3.5.3 Results

We will discuss our experiment results for each of the stages. In the supervised fine-tuning

stage, wewill discuss the effects ofmulti-granular synthetic queries, synthetic datawith domain-

specific constraints, and the use of Context2ID data. For the preference learning stage, we will

discuss the use of different candidates for preference learning.

Supervised Fine-Tuning Stage

Effects of multi-granular synthetic queries. We conduct an analysis on the effects of

incorporating synthetic queries generated from the context at different levels of granularity

on MultiHop-RAG. We train the generative retrieval model based on semantic identifiers on

chunk-level Query2ID data (Chunk), comparing it with the model trained on chunk-level and

sentence-level Query2ID data (+Sent), and both models use Context2ID data. The results are

shown in Table 3.4. We find that sentence-level synthetic queries can significantly improve re-

trieval performance, indicating that synthetic query generation with a small context can help

capture more details from the document.
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MultiHop-RAG AllSides AGNews

HIT@4 HIT@10 MAP@10 MRR@10 HIT@1 HIT@5 HIT@10 HIT@1 HIT@5 HIT@10

w/o constraints 61.64 81.69 22.13 47.20 10.19 29.63 47.22 59.91 83.94 88.11

w/ constraints 69.98 88.34 24.85 52.29 14.20 38.58 51.85 62.19 83.78 88.24

Table 3.5: Ablation study on generative retrieval performances with or without the constraints-

based synthetic queries.

MultiHop-RAG Natural Questions

HIT@4 HIT@10 MAP@10 MRR@10 HIT@1 HIT@5 HIT@10 MRR@10

w/o Context2ID 41.33 69.31 14.45 31.25 69.72 85.58 89.01 76.57

w/ Context2ID 69.98 88.34 24.85 52.29 70.71 86.48 89.85 77.54

Table 3.6: Ablation study on generative retrieval performance trained with or without Con-

text2ID data. The results demonstrate the helpfulness of Context2ID data and learning to mem-

orize the context for generative retrieval.

Effects of constraints-based synthetic queries. We further study the use of constraints-

based synthetic queries that are customized for each domain-specific setting. We conduct exper-

iments on three domain-specific corpora: MultiHop-RAG, AllSides, and AGNews. We compare

the semantic identifier-based generative retrieval model trained with or without constraints-

based synthetic queries combined with the corresponding Context2ID data. The results are

shown in Table 3.5. The results show that constraints-based synthetic queries can further im-

prove retrieval performance, indicating that it is helpful to use LLM-produced synthetic queries

for domain customization.

Effects of Context2ID data. Existing work [79, 231] debates whether Context2ID data are

useful for generative retrieval training. In this work, we consider Context2ID data as an im-

portant part of the data recipe and also include the memorization of the context as part of the

supervised fine-tuning objective. Therefore, we conduct an analysis that removes the Con-

text2ID data on MultiHop-RAG and NQ, and the results are shown in Table 3.6. We can find

that Context2ID data consistently improves generative retrieval performance. We also include

the comparison of the strategies to combine Query2ID and Context2ID data, including simple

concatenation or interleaving that will upsample Context2ID data on MultiHop-RAG in Ta-

ble 3.7, again illustrating the importance of Context2ID and that learning to memorize context
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HIT@4 HIT@10 MAP@10 MRR@10

Concat 44.30 72.77 15.64 33.59

Interleave 69.98 88.34 24.85 52.29

Table 3.7: Analysis on different ways of combining Query2ID and Context2ID data. We com-

pare simple concatenation (Concat) and interleaving (Interleave) that inherently upsamples the

Context2ID data.

may strengthen the effects on Context2ID.

MultiHop-RAG Natural Questions

HIT@4 HIT@10 MAP@10 MRR@10 HIT@1 HIT@5 HIT@10 MRR@10

docT5query 50.86 73.30 17.60 37.73 63.3 79.12 85.18 70.30

Mixtral 8x7b 61.64 81.69 22.13 47.20 70.71 86.48 89.85 77.54

Table 3.8: Generative retrieval performance with synthetic queries from Mixtral 8x7b and

docT5query. The results show that queries from Mixtral 8x7b can help train a better gener-

ative retrieval model.

Different query generation models. As we largely use LLM to produce synthetic queries

in this work, it is important to understand the performance and effects of using an LLM com-

pared to a specialized query generation model. Therefore, we conduct a comparison between

synthetic queries fromMixtral 8x7b and docT5query, and the results are shown in Table 3.8. For

a fair comparison, we do not include constraints-based queries from the LLM, as those queries

cannot be produced from docT5query. The results show that generative retrieval models trained

with queries from Mixtral 8x7b consistently perform better than models trained with queries

from docT5query. Following Pradeep et al. [142], we use Jaccard similarity to evaluate the se-

mantic similarity between test queries and synthetic queries as a post-analysis. The results in

Figure 3.2 illustrate that synthetic queries fromMixtral 8x7b, in general, have a higher semantic

similarity to test queries.

Generalization to different identifiers. We further study the generalizability of our data

strategies across different types of document identifiers. In this analysis, we use atomic iden-

tifiers, which are arbitrary unique IDs assigned to each document or chunk. We conduct ex-
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Figure 3.2: Jaccard similarity post-analysis on MultiHop-RAG test set. Synthetic queries from

Mixtral 8x7b are generally closer to the test set than those from docT5query. Besides, incor-

porating granularity and domain-specific attributes further helps with getting queries that are

closer to the test set.

periments on MultiHop-RAG, and the results are shown in Table 3.9. The findings align with

our observations using semantic identifiers, highlighting the critical role of all three data types

in generative retrieval. Among them, sentence-level synthetic queries contribute the most to

performance improvements.
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HIT@4 HIT@10 MAP@10 MRR@10

all 74.32 88.03 29.71 59.26

w/o Context2ID 72.15 86.21 28.54 57.50

w/o Sent 58.40 75.17 21.51 44.76

w/o constraints 68.34 83.73 26.28 53.83

Table 3.9: Ablation study on atomic identifier-based generative retrieval performance on

MultiHop-RAG.

MultiHop-RAG Natural Questions

HIT@4 HIT@10 MAP@10 MRR@10 HIT@1 HIT@5 HIT@10 MRR@10

SFT 69.98 88.34 24.85 52.29 70.71 86.48 89.85 77.54

Random 5 58.94 82.88 20.88 43.53 70.19 86.48 89.50 77.17

Top-5 negative 71.53 89.62 26.36 55.40 71.02 87.32 90.04 78.02

Top-10 negative 71.88 89.80 26.23 54.94 71.22 87.41 89.97 78.14

Table 3.10: Preference learning with different numbers of negative candidates. The results

show that it is an effective strategy to select negative candidates with ranks higher than the

positive candidate, while different numbers of negative candidates may optimize the retrieval

performance in different ways.

DocT5Query-based Synthetic Queries LLM-Based Synthetic Queries

what is the biggest baseball stadium? How is the atmosphere at Dodger Stadium

different from other cities?

largest baseball stadium in Boston What happens to the intensity of Dodger

Stadium during playoff games?

how many people at dodger stadium How has the noise level in Dodger Stadium

affected opposing pitchers this season?

what is the biggest stadium in baseball How many decks does Dodger Stadium

have?

what stadium holds the greatest baseball

stadiums

What is unique about the seating arrange-

ment in Dodger Stadium?

Table 3.11: Examples of synthetic queries generated from DocT5Query and Mixtral 8x7b.
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Qualitative Analysis on Synthetic Queries Table 3.11 demonstrates some example syn-

thetic queries from DocT5Query and Mixtral 8x7b with the same input context. We find that

synthetic queries from a specialized query generation model, such as DocT5Query, are gener-

ally much shorter and only broadly related to the context. However, LLM-based query genera-

tion can produce more complex queries with more details, which are more closely related to the

input context. Therefore, models trained with queries generated from LLM can better capture

detailed information in the input queries to accurately associate it with relevant documents.

Preference Learning Stage

Effects of negative candidate sources. Wefirst study the strategies for selecting candidates

for preference learning. We compare randomly selecting from the corpus or using the top

candidates from the generative retrieval model after supervised fine-tuning. The results are

shown in Table 3.10, which illustrates that candidate selection has an impact on preference

learning, and simple negative candidates may have a negative impact.

Effects of negative candidate number. We also study the effects of using different negative

candidate numbers for each query. We experiment with selecting Top-5 and Top-10 negative

candidates with a rank higher than the positive candidate from the retrieval results. The results

are shown in Table 3.10. In general, it is effective to use the strategy, which includes high-

quality candidates with ranks higher than the corresponding positive candidates. We also see

some slight differences when including different numbers of negative candidates. We find that

a large number of negative candidates helps better in metrics such as HIT@1 and HIT@4.

Comparison to Off-The-Shelf Retrievers

We also compare our generative retrieval performance with some off-the-shelf retrievers, such

as BM25 [156], bge-large-en-v1.5 [208], Contriever-msmarco [65], E5-mistral-7b-instruct [195]

and GTE-Qwen2-7B-instruct [103]. The results are shown in Figure 3.3, and more detailed

results can be found in Table 3.12. We run the retrieval models on MultiHop-RAG, NQ, and

AGNews to collect the results and adopt the AllSides results from Zhao et al. [223]. The re-

sults show that generative retrieval models that fully rely on in-domain synthetic data training

without retrieval pre-training can achieve competitive performance compared to those retriev-

ers. These results indicate the potential of generative retrieval and the use of LLMs as a tool to

generate synthetic data that fits domain-specific requirements.
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Model HIT@4 HIT@10 MAP@10 MRR@10

BM25 64.35 78.31 26.30 58.32

bge-large-en-v1.5 58.80 78.36 19.96 42.57

Contriever-msmarco 55.25 75.08 19.28 40.69

E5-mistral-7b-instruct 54.01 79.56 19.11 40.77

GTE-Qwen2-7B-instruct 63.24 83.55 22.02 47.50

ours 71.88 89.80 26.23 54.94

(a) MultiHop-RAG

Model HIT@1 HIT@5 HIT@10 MRR@10

BM25 32.82 53.70 60.92 42.45

bge-large-en-v1.5 55.59 76.58 81.75 64.45

Contriever-msmarco 53.79 76.16 81.69 63.36

E5-mistral-7b-instruct 59.07 80.08 85.28 68.11

GTE-Qwen2-7B-instruct 60.45 80.87 85.72 69.30

ours 71.22 87.41 89.97 78.14

(b) NQ

Model HIT@1 HIT@5 HIT@10

BM25 5.86 26.85 36.42

bge-large-en-v1.5 6.94 27.32 34.11

Contriever-msmarco 6.64 25.77 38.43

E5-mistral-7b-instruct 8.18 28.24 39.82

GTE-Qwen2-7B-instruct 9.11 34.11 49.07

ours 14.20 38.58 51.85

(c) AllSides

Model HIT@1 HIT@5 HIT@10

BM25 38.70 67.47 77.63

bge-large-en-v1.5 54.14 80.57 86.53

Contriever-msmarco 52.69 80.40 85.79

E5-mistral-7b-instruct 57.32 85.90 88.98

GTE-Qwen2-7B-instruct 57.65 83.37 88.57

ours 62.19 83.78 88.24

(d) AGNews

Table 3.12: Comparisons to Off-The-Shelf Retrieval Models Across Datasets
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Figure 3.3: Performance comparison between generative retrieval with semantic identifiers and

off-the-shelf-retrieval models. We use HIT@4 for MultiHop-RAG and HIT@1 for other datasets

as the metric.

3.5.4 Limitations

Our proposed synthetic data strategies focus mainly on the supervised fine-tuning and prefer-

ence learning stage. But there are also settings that can largely improve the usability of gener-

ative retrieval, such as incremental learning or generalization to unseen documents. It is also

important to extend the data strategy exploration for these settings. In addition, similar data

strategies may also be effectively used to enhance dense retrieval domain adaptation. Further

systematic research is needed to investigate the strategies for dense retrieval model fine-tuning,

as well as the differences between generative and dense model training.

Our synthetic queries are mainly based on one document. However, queries from the real

world may be more complex, such as those involving multiple documents with multi-hop rea-

soning or multi-evidence comparison. It is still under investigation to generate those complex

queries and use those queries during retrieval model training.

3.6 Related Work

Generative retrieval modeling. Previous work has explored different aspects of genera-

tive retrieval modeling. One line of research aims to find the appropriate document identifiers

for generation, such as numerical or atomic identifier [183, 225, 231], N-grams [21, 28], titles

or URLs [27, 87, 100, 232], keywords-based or summary-based semantic identifiers [90, 181],

codebook [211, 215, 216], and full passages themselves [179]. There are also efforts to com-

bine the advantages of different identifiers [101]. Another line of work tackles the optimization

of generative retrieval, such as using ranking loss [102, 182, 226], or using auxiliary tasks to
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enhance generative retrieval training [99]. During retrieval, different constrained decoding

methods have been explored to obtain valid identifiers, such as FM-Index [21], Trie-based [26],

and set-based inference [182].

Synthetic query generation. Alongside the progress in generative retrieval modeling and

optimization, synthetic query generation has emerged as a pivotal technique for enhancing

retrieval systems, particularly in domains with limited annotated data. In dense retrieval, syn-

thetic queries have been used extensively to improve cross-domain performance. For example,

Ma et al. [123] generated synthetic questions for target-domain documents with a question gen-

eration model trained on general-domain data, thereby improving the retrieval performance in

zero-shot settings. Similarly, Wang et al. [194] introduced generative pseudo labeling, which

combines query generation with pseudo labeling using a cross-encoder to capture finer-grained

ranking signals. Further advancements include Bonifacio et al. [23] and Jeronymo et al. [67],

which leverage large language models to generate synthetic queries in a few-shot manner and

then combine with the top K documents ranked by the conditional question generation proba-

bility to train a domain-specific reranker.

Despite the successes in dense retrieval, the potential of synthetic data for generative re-

trieval has been under-explored. Existing studies often rely on passage-level synthetic queries

generated by docT5query [134], following the DSI-QG paradigm [231]. Chen et al. [31] ex-

plores breaking documents into text fragments for query generation and memorization. How-

ever, there still lacks a comprehensive discussion on useful strategies to build synthetic data

for domain-specific corpus, especially with LLMs. This work investigates data strategies from

multiple perspectives, including synthetic queries generated using multi-granularity contexts,

involving search constraints, and the effects of context data. For preference learning, Zhou et al.

[226] proposes using preference learning objectives for generative retrieval with specialized re-

ward models, which is difficult to obtain in a domain-specific setting. Our proposed strategy

in preference learning, instead, directly uses the retrieval results to obtain the preference data

and is, therefore, more streamlined for domain-specific purposes.

3.7 Conclusion

In this work, we explore several strategies to produce synthetic data for generative retrieval

training. We find that adding queries in multi-granularity and queries with domain-specific

constraints can largely improve the generative retrieval performance during supervised fine-
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tuning, andmemorizing document contents can also contribute to the generative retrieval train-

ing. We also find that it is critical to choose high-quality hard negative candidates to effectively

use the preference learning objectives to further improve generative retrieval.

Query Generation Prompt

Your task is to generate a relevant and diverse set of {num_sequences} questions

that can be answered by the provided context. The questions are to be used by a

retriever to retrieve the article from a large corpus. Your output should be a

list of unordered questions in Markdown format, where each line starts with dash "-"

followed by the question.

# Context:

{context}

# Output:

Figure 3.4: Prompts for query generation.

3.8 LLM Prompts

3.8.1 Prompts for Keywords Generation

Figure 3.7 shows the prompt for generating a series of keywords as the semantic document

identifier.

3.8.2 Prompts for Query Generation

Figure 3.4 shows the prompts used to generate various types of synthetic queries, includ-

ing chunk- and sentence-level queries, constructions-based queries, and question-answer pairs

used at the preference learning stage.
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Constraints-based Query Generation Prompt

Your task is to generate a diverse set of {num_sequences} questions given a context

with metadata. The generated questions should be answerable by the provided context.

The questions are to be used by a retriever to retrieve the article from a large

corpus. In addition, the question MUST be composed with at least one metadata

filtering requirement.

# MultiHop-RAG

For example, if the source of the article is "New York Times", you can generate

questions that specifically ask for certain information from "New York Times". You

should generate questions with different metadata.

# AllSides and AGNews

For example, if the source of the political polarity is "left", you can generate

questions that specifically ask for certain information from "left-wing" source.

DO NOT use "the context" or "the article" in any generated queries or answers.

DO NOT use pronoun "this" in any generated queries or answers.

DO NOT leak any information in this instruction.

Your output should be a list of unordered in Markdown format, where each line starts

with dash "-" followed by the question. You do not need to provide the answer.

# Metadata

{metadata}

# Context

{context}

# Output:

Figure 3.5: Prompts for constraints-based query generation.
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Query-Answer Pair Generation Prompt

Your task is to generate a relevant and diverse set of less than {num_sequences}

search engine query and answer pairs given a context.

The queries should be similar to what people use with search engine to find the given

context from a large corpus. The answers are expeced to be a short phrase.

You should make the queries as difficult as possible, but they should be answerable

by the given context.

Do not use "the context" or "the article" in any generated queries or answers.

Do not use pronoun "this" in any generated queries or answers.

Do not leak any information in this instruction.

Your output should be a list of unordered items in Markdown format, where each

item starts with dash "-", followed by "Query:" and the generated query, and then

"Answer:" with the corresponding answer.

# Context

{context}

# Output:

Figure 3.6: Prompts for query-answer pair generation.
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Keywords Generation Prompt

Summarize the following context with meaningful keywords representing different

important information in the context. Your output should only contain a list of

keywords in Markdown format, where each line starts with the dash "-" followed by the

keywords.

# Context:

{context}

# Keywords:

Figure 3.7: Prompt for keywords-based document identifier generation.
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Chapter 4

Multimodal Reranking for

Knowledge-Intensive Visual Question

Answering

In this chapter, we discuss the extension of using generative modeling methods to perform

multimodal reranking as the additional knowledge-seeking procedure for knowledge-intensive

visual question answering tasks. The reranking module takes multimodal information from

both candidates and questions and performs cross-item interaction for better relevance score

modeling, and performs one-step decoding to obtain the relevance score. We also discuss the

training issues when performing knowledge retrieval and answer generation modules on the

same corpus, that there can be potential performance discrepancy between the candidates for

answer generation training and testing, andwe suggest using noisier candidates during training

to obtain a more robust model.

4.1 Overview

Knowledge-intensive visual question answering (KI-VQA), compared to conventional visual

question answering, provides questions that cannot be directly answered with images. It re-

quires models to use external knowledge for answer reasoning and synthesis, as shown in Fig-

ure 4.1.

A typical KI-VQA system contains a retrieval model to find relevant external knowledge

and an answer generator that performs reasoning over the retrieved knowledge to produce the
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Q: What US city is associated with this type of pizza?

A: Chicago

Figure 4.1: An example from OK-VQA, which requires knowledge to associate deep-dish pizza

and Chicago.

answer. One line of research investigates methods for an effective retrieval pipeline, which

includes the choices of knowledge bases [46, 95, 122], and methods for retrieval with visual

descriptions [122] or image-text retrieval [50, 109].

Answer generation models usually use retrieval relevance scores to select the top candi-

dates [50, 109]. Although it achieves great success, it may sometimes provide unreliable scores,

especially for retrieval using images. Because we usually split an image into a series of im-

age patches and perform retrieval with individual patches, a high relevance score of one patch

may not necessarily translate to a high overall question-candidate relevance. In addition, the

two-tower architecture of a retriever model also lacks cross-item modeling to predict precise

relevance scores.

In this work, we propose including multimodal reranking to improve relevance score mod-

eling, as reranking has already shown its importance in various knowledge-intensive tasks [47,

57, 89, 113, 124, 197]. Multimodal reranking uses the multimodal question and multimodal

knowledge items to obtain the relevance score. Specifically, we finetune a pretrained multi-

modal language model [30] to perform a multimodal cross-item interaction between the ques-

tion and the knowledge items. We train our reranker on the same dataset as the answer gener-

ator training, distantly supervised by checking if answer candidates appear in the knowledge
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text. The benefits of this reranking component are twofold. On the one hand, as with other

typical reranking components, it can provide more reliable relevance scores by modeling the

cross-item interaction. On the other hand, because most existing retrieval models perform uni-

modal retrieval [50, 109, 122], reranking with multimodal interaction can improve the quality

of retrieval by multimodal information from question and knowledge candidates.

We perform experiments on OK-VQA [125] and A-OKQVA [163], based on image-text re-

trieval [68]. The results show that the distantly-supervised reranker provides consistent im-

provement compared to the pipeline without a reranker. We also observe a training-testing

discrepancy with reranking for answer generation, finding that performance improves when

training knowledge candidates are similar to or noisier than testing candidates. As we use the

same data for both reranking and answer generation training, the quality of the reranked candi-

dates in the training set will be much higher than the candidates in the test set. Therefore, if we

train the model with clean candidates from reranking, it does not generalize to a noisy testing

environment. Instead, training with more noisier candidates from initial retrieval can help us

obtain a more robust model with noisy candidates so that we can still improve the model with

reranked results during testing. We also find that an oracle reranker can provide a promising

performance upperbound, which sheds light on future research directions in this area.

4.2 AKnowledge-IntensiveVisualQuestionAnswering Frame-

work

Question

Knowledge
Retrieval Answer

Generation

Answer

Reranking

Top
Candidates

Figure 4.2: A basic KI-VQA framework, which first retrieves relevant top knowledge candidates

with using visual question and then combine the question and retrieved knowledge candidates

to generate the answer. The dashed box is our reranking module in Section 4.3.
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In this section, we will introduce a basic framework for KI-VQA, including image-text re-

trieval and answer generation, as illustrated in Figure 4.2.

4.2.1 Wikipedia-Based Image Text Dataset

In this work, we use a multi-modal knowledge base, Wikipedia-Based Image Text Dataset

(WIT) [172]. In addition to previous work using text from an encyclopedia resource, WIT

contains images from Wikipedia and the surrounding text at different levels, including their

captions and surrounding sections. Therefore, we consider WIT as a combination of image and

text knowledge.

4.2.2 Image-Text Retrieval

Previous work has explored the use of different retrieval model choices [50, 109, 122]. We follow

a line of research that adopts image-text retrieval [50] using a pretrained image-text language

model with dual encoder architecture [68, 146]. Following Gui et al. [50], we use the sliding

window with a stride to generate multiple image regions from the question image. Each image

region is considered a query and will be encoded by the image encoder model ϕi(·). We encode

captions in theWIT dataset as representation for candidates using the text encoder model ϕt(·),
as captions in Wikipedia are generally informative. The relevance score between an image

region vi and a WIT candidate c is obtained with the inner product of their representations

rt(vi, c) = ϕi(vi)
Tϕt(c).

4.2.3 Answer Generation

We follow previous work [50, 109], which performs reasoning over the top candidates within

an encoder-decoder architecture. We also incorporate multimodal information [159], compared

to previous work, which mostly uses text-based information.

Our answer generation module is finetuned on vision language models that take the com-

bination of image and text as input (e.g., 30, 97). We first encode each top candidate separately.

The input of each candidate consists of a question image, a candidate image, and text following

a template
1
to compose question and candidate. We encode the image with a Vision Trans-

former [39], which takes a series of image patches xv = [xv
1, . . . , x

v
n], i.e., image tokens, to

1question: <question text> candidate: <caption>
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produce image representations

Ev = [ev
1, . . . , e

v
n] = Encv(xv).

We combine image representations and text token embeddings Et
to produce fused repre-

sentations with a Transformer [188]

H =
[
Hv

q ;H
v
c ;H

t
]
= Enct

([
Ev

q ;E
v
c ;E

t
])

,

where Ev
q , H

v
c represent the image token representations for question and candidate image,

respectively. We also include an empty candidate that consists only of the question image and

text.

During decoding, to reduce the total number of representations, we only keep the ques-

tion image and text representations from the empty candidate and the token representations

that correspond to each knowledge caption text. We concatenate these token representations

to form a global representation for the decoder to perform cross-attention and generate each

answer token autoregressively [64].

4.3 Multi-Modal Reranking

Relevance:

question: ...  candidate: ...

ViT Transformer
Encoder-Decoder

Relevance:

Question

Knowledge
Retrieval Answer

Generation

Top
Candidates

Answer

question: ...  candidate: ...

ViT Transformer
Encoder-Decoder

Question

Knowledge
Retrieval Answer

Generation

Top
Candidates

Answer

Reranking

Question

Knowledge
Retrieval Answer

Generation

Top
Candidates

Answer

Reranking

Relevance:

question: ...  candidate: ...

ViT Transformer
Encoder-Decoder

Figure 4.3: Framework of multimodal reranking.

Vanilla retrieval-generation frameworks directly use the relevance score for individual im-

age patches. However, a high relevance for a region does not necessarily imply overall rele-

vance. In this section, we propose multimodal reranking, as illustrated in Figure 4.3, which

takes a multimodal question and knowledge as input and produces relevance scores with cross-

item interaction.
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4.3.1 Modeling

Our ranking model is also finetuned from the multimodal pretrained language model. For each

question-candidate pair, we first encode the question and candidate image separately and obtain

two series of token representationsEv
q ,E

v
c . Then we concatenate the two series of image token

representations, with text token embeddings Et
following the same template in Section 4.2.3

for a Transformer to produce fused token representations

Hr = Encr
([
Ev

q ;E
v
c ;E

t
q;E

t
t

])
.

We follow Zhuang et al. [230] and use one-step decoding to obtain the score from the unnor-

malized log-likelihood of a special token “<extra_id_10>”

r̂qc = Dense (Dec (Hr))(<extra_id_10>) .

4.3.2 Ranker Training

Because we do not have ground-truth relevance scores, we adopt distant supervision labels for

reranking training. In a typical VQA setting, each answer consists of 10 candidate annotations

of the answer. We count the number of answer candidates that occur in the knowledge can-

didate text as o. The distantly supervised relevance score is obtained in a way similar to VQA

accuracy [13]

rqc = min {o/3, 1} .

On OK-VQA, we split the training dataset of the original dataset into sub-training and sub-

development sets. In each training step, for a question q, we uniformly sample a candidate set

C from the retrieval results and apply pairwise logistic ranking loss [25], which compares the

ranking between all pairs of candidates in the set

ℓ(q) =
∑
c∈C

∑
c′∈C

Irqc>rqc′
log
(
1 + er̂qc′−rqc

)
.

4.3.3 Discrepancy on Applying Reranking for Answer Generation

During answer generation training, it is straightforward to apply the rankingmodel and use the

reranked top candidates as input. However, directly applying reranking on both training and

testing will instead harm the model performance. This is because applying the ranker on the

training set, from which the ranker is trained, performs much better than when applied to the
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unseen test set. As we will illustrate in Section 4.4.5, learning answer generation with higher

quality ranking results while testing on lower quality ranking results will, in general, have a

negative impact on answer generation performance. Therefore, we will keep the initial retrieval

results for answer generation training while using the reranked results for model testing.

4.4 Experiments

4.4.1 Setup

We conduct experiments on OK-VQA [125] and A-OKVQA [163]. OK-VQA introduces visual

questions that require external knowledge. A-OKVQA further emphasizes commonsense rea-

soning over world knowledge. For both datasets, we evaluate the performance on the vali-

dation set. Following the standard setting, we use the VQA accuracy as our metric. We use

ALIGN [146] for image-text retrieval and use PaLI [30] to initialize (vision and text) Transform-

ers in answer generation and reranking independently. In addition to retrieved knowledge

candidates, we also follow REVIVE [109] and use candidates generated from GPT-3. For our

model with REVIVE GPT-3, we replace the last 5 candidates of the aggregated candidates with

the top 5 GPT-3 generated candidates from Lin et al. [109].

We initialize the image-text retrieval module with a pretrained ALIGN checkpoint, and we

initialize both the answer generation and the multimodal reranking module with the PaLI-3b

checkpoint.

In the retrieval module, we crop a question image into a series of patcheswith kernel size 224

with stride 64. We use each image patch to retrieve the top-20 candidates and then aggregate

the candidates from one question image. If there are candidates that are retrieved by multiple

image patches in the same image, we will keep the one with the highest relevance score. We

use aggregated top-20 candidates as candidates set for answer generation training and testing.

For OK-VQA, the multimodal reranker takes 8500 of examples from training set for training,

and the rest of them for model development. For each question, the reranker takes aggregated

candidates from top-20 image patch retrieval as the candidate set. In each training step, we will

sample 20 candidates for each question and perform a pairwise logistic training. We select the

reranker checkpoint based on Hits@k. The reranker is then applied to the aggregated image

retrieval results to obtain the reranked relevance scores.

The answer generation is trained with batch size 32 for 10K. Reranker is trained with batch

size as 8 for 20K steps. The learning rate is 1e-4. We implement the models based on T5X [155].
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4.4.2 Results

Methods VQA Accuracy

BAN+KG [95] 26.7

Mucko [229] 29.2

ConceptBERT [46] 33.7

KRISP [126] 38.9

Vis-DPR [122] 39.2

MAVEx [207] 40.3

KAT [50] 44.3

TRiG [45] 49.4

Our model 52.6

models with GPT-3 generated candidates

PICa [212] 48.0

KAT [50] 53.1

REVIVE [109] 56.6

Our model + REVIVE GPT-3 57.2

Our model w/ oracle ranking 64.4

Table 4.1: Results comparison on OK-VQA dataset.

Our results in Table 4.1 and Table 4.2 illustrate the performance compared to some existing

work. The results in Table 4.1 show that we provide competitive performance compared to

these systems. We also include a comparison for models with GPT-3 [24] generated candidates.

We find that our framework can further improve the quality of the answer generation with

GPT-3-generated candidates from Lin et al. [109] and outperform these baselines.

We also show that an oracle ranking from distant supervision can provide a promising upper

bound, indicating that there is still a large room for future work on improving ranking in this

challenge.

Effects of RankingMethods. We further conduct experiments with different rankingmeth-

ods to illustrate the performance of multimodal ranking. The results are shown in Table 4.3.

We compared variants of our model, including the model that generates an answer directly
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Methods VQA Accuracy

ViLBERT [119] 30.6

LXMERT [177] 30.7

KRISP [126] 33.7

GPV-2 [73] 48.6

Our model 51.6

Table 4.2: Results comparision on A-OKVQA dataset.

Methods

VQA Accuracy

Ok-vqa A-okvqa

No retrieval 50.6 50.4

+ Image Retrieval 52.1 50.3

+ Multimodal Reranking 52.6 51.6

Table 4.3: Effects of multimodal reranking, compared to model without retrieval and model

without reranking.
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without external knowledge and the model with initial image retrieval without further rerank-

ing. We can find the steady improvement brought by multi-modal reranking on both datasets.

We provide additional comparison to other reranking strategies in Section 4.4.3 and zero-shot

multi-modal large models in Section 4.4.4 that are not instruction tuned on OK-VQA.

4.4.3 Additional Comparison with Other Ranking Strategies

Ranking Methods VQA Acc.

Distillation [63] 51.5

RankT5 [230] 52.3

Reranking 52.6

Table 4.4: Effects of multimodal ranking. We can find that learning reranker using distillation

from the answer generator can instead hurt the performance. Our multimodal reranker trained

with small data provides competitive performance compared to RankT5, which is pretrained

on a large amount of data.

We also compare our model to the same multimodal reranking model architecture trained

with knowledge distillation from answer generation [63] and RankT5 [230] in Table 4.4. We find

that knowledge distillation does not provide reliable supervision to train a reasonable rerank-

ing module. Both text-based reranking and multi-modal reranking can contribute to the per-

formance, while multi-modal reranking provides better performance. Especially, compared to

RankT,5 which is pretrained with more than 500K items, our reranker is only trained with

around 8000 items, and it still achieves competitive performance.

4.4.4 Comparison With Zero-Shot Multi-Modal Large Models

We also provide an additional comparison in Table 4.5 between some large multimodal models

on OK-VQA, including Flamingo-80b [5] and BLIP-2 [97]. We report their zero-shot perfor-

mance compared to our model. The results show that the smaller model can still achieve com-

petitive performance compared to the zero-shot capability of those large models. We also note

that there are some other multimodal large models such as LLAVA 1.5 [111], MiniGPT4-V2 [29],

which are instruction tuned with OK-VQA and therefore cannot be directly compared. But in
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Methods VQA Acc.

BLIP-2 [97] 45.9

Flamingo-80b [5] 50.6

Our model 52.6

Table 4.5: Comparison between multi-modal large models on OK-VQA datasets. We can find

that our model provides promising performance compared to the zero-shot performance of

those large multimodal models.

general, our proposed framework can be extended to other multi-modal language models that

take the combination of image and text input.

4.4.5 Training and Testing Discrepancy

Source of Candidates VQA

Train Test Discrepancy Accuracy

Retrieval Retrieval → 52.1

Reranking Reranking ↘ 50.7

Retrieval Reranking ↗ 52.6

Oracle Oracle → 64.4

Oracle Retrieval ↘ 47.2

Retrieval Oracle ↗ 59.7

Retrieval Retrieval → 52.1

Table 4.6: Effects of discrepancy between knowledge candidates for training and testing. →
means the qualities of knowledge candidates in training and test are similar. ↘ means the

quality in training is better than test.↗ means the quality in test is better than training.

As we discussed in Section 4.3.3, directly applying a trained ranking model on both training

and testing will hurt the performance. We further illustrate it empirically in Table 4.6. We

find that if the model is trained on higher-quality candidates while applied to lower-quality

candidates, we will observe a drastic performance drop. In contrast, when the quality in testing

is better than in training, we can still find steady improvement. This phenomenon indicates that
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an answer generator trained with higher-quality data cannot effectively conduct knowledge

reasoning on noisier data, and therefore, we should train the model with noisier data.

4.4.6 Limitations

In this chapter, we focus on applyingmultimodal reranking to KI-VQA. However, because of the

nature of visual data, directly adding visual information may significantly increase the input

size, and we will require more total memory to train the model. In this chapter, to reduce the

total memory use, we have a much smaller number of knowledge candidates for reasoning in

the answer generation module compared to previous work, which only uses text-based knowl-

edge candidates. Nevertheless, it is still important to further investigate more efficient ways to

incorporate visual information.

Although multimodal reranking achieves promising performance on knowledge-intensive

visual question answering, it is still an open questionwhethermultimodal reranking can be used

to help other vision-language tasks. In addition, it is also important to develop a benchmark to

systematically evaluate multimodal reranking models, which is not covered in this work.

Similarly, in this work, we only use ALIGN and PaLI as the pretrained model for retrieval,

reranking, and answer generation. Although it is natural to extend the framework in this work

to other pretrained models, it is still interesting to see how it contributes to different (large

and small) models. We provide some preliminary results comparing our reranking pipeline

with zero-shot large multimodal models [5, 97] in Appendix 4.4.4, but we also notice that some

work [29, 111] uses OK-VQA as instruction tuning data, making it hard to compare/be adopted

directly.

We also notice that there is another line of research investigating how to effectively use

large language models for knowledge-intensive visual question answering [50, 109, 159, 165,

212]. Although our preliminary results show that our framework can still provide additional

improvements over using the same candidates generated by the large language model as in Lin

et al. [109], it is still an open question to effectively use and combine the retrieval pipeline and

queries or candidates from the large language model.

4.5 Related Work

A typical knowledge-intensive visual question answering model involves a knowledge retrieval

to find relevant information, and answer generator to produce the answer [46, 50, 95, 109,
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122, 159, 165, 212]. Previous work on knowledge-intensive visual question answering explores

knowledge bases in different modalities, such as text items [50, 122], graph items [46, 95], and

the composition of image items and text items [207]. Our work differs from previous work by

involving multi-modal knowledge items as the knowledge base, where each item contains both

image and text information.

There is also a line of research investigating answer reranking, where they first produce

a list of answer candidates and then rerank those candidates to obtain the most reliable an-

swer [126, 168, 207]. Instead, the focus of our work is to first retrieve a set of knowledge

candidates that can help answer generation and then improve the quality of the knowledge

candidate set through multimodal knowledge candidate reranking. Those selected candidates

will still serve as additional knowledge input for answer generation reasoning.

4.6 Conclusion

In this chapter, we introduce reranking, a critical stage for knowledge-intensive tasks, into

KI-VQA. Our multimodal reranking component takes multi-modal questions and knowledge

candidates as input and performs cross-item interaction. Experiments show that our proposed

multimodal reranking can provide better knowledge candidates and improve the answer gener-

ation accuracy. We also investigate the principle when applying the reranker during the answer

generation training and testing. We find that clean candidates for answer generation training

can make models more fragile and less effective in leveraging knowledge candidates during

testing that may contain some noise, while incorporating noisier knowledge candidates during

training enhances model robustness.
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Part III

Knowledge-Enhanced Inference:

Applications on Social Content Analysis
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Chapter 5

Knowledge-Enhanced Topic

Representation: Case Study on Text and

Multimodal Social Content Analysis

In this chapter, we discuss performing generative modeling-based social content analysis with

additional input from external knowledge related to the topic. Specifically, we first address the

zero-shot and few-shot stance detection problem that identifies the polarity of text with regard

to a certain target when we have only limited or no training resources for the target. In this

chapter, we instead utilize a conditional generation framework and formulate the problem as

denoising partially filled templates, which can better utilize the semantics among input, label,

and target texts. We further propose to jointly train an auxiliary task, target prediction, and to

incorporate manually constructed incorrect samples with unlikelihood training to improve the

representations for both target and label texts. We use the target as a query to obtainWikipedia

knowledge related to the target and verify the effectiveness of target-related Wikipedia knowl-

edge with the generation framework. We also extend the analysis into multimodal settings

where we focus on hateful meme detection. We first use a multimodal retriever to find rele-

vant multi-modal knowledge with the meme and learn to decode rationale before making the

prediction.
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Input Text: Airports and the roads on east nor west coast can not

handle the present volume adequately as is. I did ride the vast trains

in Europe, Japan and China and found them very comfortable and

providing much better connections and more efficient.

Target: high-speed rail Stance Label: Supportive (Pro)

Table 5.1: A stance detection example from VAST.

5.1 Overview

Stance detection is an important task that identifies the polarity of the text with regard to cer-

tain targets [7, 15, 130, 170, 171], as shown in Table 5.1. It is crucial to understand opinionated

information expressed in natural language and can facilitate downstream social science analy-

ses and applications [54, 66, 219].

Previous work on stance detection focuses mainly on in-domain or leave-out targets with

only a few target choices [9, 48, 71, 104, 131, 209, 218]. Although achieving promising perfor-

mance, these models are limited in generalizing to a wide variety of targets. Zero-shot and few-

shot stance detection on varied topics (VAST; Allaway and McKeown, 2020), instead, provides

a diverse set of targets for training and testing. In this setup, the target can be anything related

to the context, and we do not expect that the target phrase will explicitly appear in the context.

Efforts in this direction include graph modeling [110], common sense knowledge [56, 112] and

contrastive learning [105, 106]. These methods generally formulate the problem into a classi-

fication setting, which directly trains the label representation from scratch and does not fully

utilize the semantics from those labels and target texts.

However, connections among text semantics from input text, target, and label can be bene-

ficial for stance detection. In this chapter, we propose a new model by formulating the problem

as a denoising task to generate label text from text templates via conditional generation. Com-

pared to direct classification, generation-based frameworks give us the flexibility to further

exploit the label and topic semantics via learning to decode a series of natural language texts

containing the predicted label. The flexible generation method also allows us to incorporate

auxiliary tasks to further improve the modeling. To improve target representation, we propose

to jointly train target prediction with stance detection, which gives the input text and desired

stance label to output possible targets. We use unlikelihood training [199] that suppresses the

likelihood of manually constructed incorrect samples to enhance label representations. To fur-
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ther enhance the representation of the target, we also use retrieved knowledge fromWikipedia

pages using the target as the query [56] and consider them as additional Wikipedia knowledge

input that is related to the target in our generation model.

In addition to text-based analysis, we also extend the knowledge incorporation paradigm to

multimodal social content analysis. We focus on hateful meme detection, which aims to identify

hateful speech from a meme that contains both text and visual information. We mostly use the

same principle as text-based analysis for stance detection, except that we are using the multi-

modal language model as the base model for analysis. We use the Wikipedia-based Image Text

Dataset (WIT [172]) as the external knowledge corpus and use a multi-modal retriever [108] to

find relevant multi-modal knowledge candidates. To further enhance the reasoning capability

of the model with the knowledge retrieved, we ask the model to generate a rationale given the

meme, label, and retrieved knowledge. During training, the model first learns to generate the

rationale with the mem and retrieved knowledge and then makes a final prediction.

We evaluate our stance detection method on VAST. Experimental results show that the

conditional generation formulation can achieve better performance compared to classification,

demonstrating the effectiveness of connecting input, target, and label semantics for stance de-

tection. Further analysis illustrates the benefits of joint target prediction, unlikelihood training,

and Wikipedia knowledge. Our model can achieve new state-of-the-art performance, outper-

forming several strong baselines from previous work. We evaluate the multimodal hate speech

detection on the Hateful Memes Challenge. The experiment result shows poor zero-shot per-

formance using Qwen2-VL-2b-Instruct, while task-specific fine-tuning significantly improves

it. We also show that adding external knowledge and explicit modeling of reasoning over the

knowledge further help improve the performance.

5.2 Approach

5.2.1 Problem Formulation

Stance detection aims to identify the polarity of an input text with regard to a specific tar-

get. Formally, a sample instance can be considered as a triple (x, t, y), where x and t are two

sequences of tokens, representing input text and target, respectively. y ∈ {supportive (pro),
opposite (con), neutral} represents then stance label.

A stance detection model is to infer the stance label y given x and t with parameter θ:

f (x, t; θ) = y.
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BART Encoding

<s> Target is high-speed rail. Stance is <stance>. </s> </s>  Airports ...

BART Decoding

<s> Target is high-speed rail. Stance is supportive. </s>

Partially-Filled Template Input Text

Figure 5.1: Overall framework of BART-based generation framework for stance detection.

In the zero-shot and few-shot stance detection dataset with varied targets [7], many target

tokens occur only zero or a few times in the training set.

5.2.2 A Generation-Based Framework

Generation-based frameworks have demonstrated their effectiveness for problems beyond tra-

ditional generation tasks [93, 98, 149, 210]. We use a conditional generation model for this

problem, where the condition is a partially filled template with the input text. The template is

two sentences describing the target and stance with a <stance> placeholder for stance detec-

tion. An example of a partially filled template with input text and output is shown in Figure 5.1.

Our base model is BART [94], an encoder-decoder language model pretrained with denois-

ing objectives, which is similar to our generation-based formulation. The generation process

can be considered as using the conditional probability to select a new token at each step given

input and previously generated tokens:

p (o | g (x, t) ; θ) =
|o|∏
i=1

p (oi | o<i, g (x, t) ; θ) ,

where g (x, t) represents the transformation function that fills the target t in the template and

forms the input sequencewith the input textx. Specifically, g (x, t)will generate a combination

of input text and template with special tokens: “<s> template </s></s> x </s>”. The template
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contains two sentences: “The target is <target>. The stance is <stance>”. We will fill in

<target> placeholderwith the actual target and keep the <stance> placeholder for the decoder

to generate.

The generated output o is a fully filled template, where both the target and the stance place-

holders are replaced by actual or predicted values. The model is trained by minimizing the

log-likelihood over the whole generated sequence:

Ls = − log p (o | g (x, t) ; θ)

= −
|O|∑
i=1

log p (oi | o<i, g (x, t) ; θ) .

The final predicted stance label is obtained with a post-processing function that tries to find

the polarity word after the prompt for stance.

Joint Target Prediction

Another advantage of using generation-based architecture is that we can leverage auxiliary

generative tasks to help train stance detection. We use target prediction, which is to infer

target tokens t given the stance label y and the input text x:

ft (x, y; θ) = t.

Target prediction can provide the connection of stance to target in the opposite direction of

stance detection. It can also improve the representation of target tokens by learning to decode

them.

The input sequence of the target prediction is similar to that of stance detection, consisting

of a partially filled template and input text. The template used for joint target prediction is

slightly different than the one used for stance detection, where we switch the position of two

sentences so that the stance information shows up first. We will fill in the actual stance text in

the input sequence and leave the <target> placeholder for the decoder to generate.

Unlikelihood Training

Log-likelihood objective optimizes the likelihood over the entire distribution. However, in our

task, especially when generating the stance labels, we should specifically focus on several candi-

date tokens. Therefore, we introduce unlikelihood training [199], where we use unlikely tokens,
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Stance Detection

Input Target is high-speed rail. Stance is <stance> .

Output Target is high-speed rail. Stance is supportive.

Target Prediction

Input Stance is supportive. Target is <target> .

Output Stance is supportive. Target is high-speed rail.

Unlikelihood Training

Input Target is high-speed rail. Stance is <stance> .

Output Target is high-speed rail. Stance is opposite.

Table 5.2: Examples input and output templates for stance detection, target prediction, and

unlikelihood training.

i.e. incorrect stance predictions, to replace the ground-truth sequence and optimize with the

unlikelihood loss for the replaced tokens.

Specifically, for an output sequence o, we assume that ok is the stance label and replace it

with an incorrect stance prediction o′k while keeping other tokens to form an incorrect sequence

o′
. The combination of likelihood and unlikelihood will be:

Lu = log p (o′k | o′
<k, g (x, t) ; θ)

−
∑
i ̸=k

log p (o′i | o′
<i, g (x, t) ; θ) ,

For each ground-truth sequence, we can construct two sequences for unlikelihood training with

the other two incorrect stance labels. Table 5.2 illustrates the examples for different input and

output templates for stance prediction, target prediction, and unlikelihood training. Similarly,

we can use the same strategy for unlikelihood training on target prediction, in which we alter

the stance label and train the model to reduce the likelihood of producing the topic words.

Incorporating Wikipedia Knowledge

He et al. [56] collect relevant Wikipedia snippets for each target and propose to incorporate

Wikipedia knowledge to enhance target representations for BERT-based [38] classification,

which demonstrates a significant improvement. We followHe et al. [56] and incorporateWikipedia

knowledge into our generation-based method. Specifically, we append Wikipedia snippets to

the end of our input sequence: “<s> template </s></s> x </s></s>Wikipedia snippet </s>”.
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We use the new input sequence to perform both training and inference, while the output se-

quences remain as the fully-filled templates.

Training Objective

The final training objective is the combination of loss functions from stance detection, target

prediction, and unlikelihood training:

L = Ls + αtLt + αuLu,

where Lt represents the log-likelihood loss over the output template for target prediction, and

αt, αu are used to balance different loss functions.

5.3 Extension to Multi-Modal Analysis

For multimodal analysis, we choose a problem similar to text-based stance detection, hateful

memes detection. This task is to analyze whether the given meme contains hateful speech,

which often requires additional background knowledge to fully comprehend the context. We

follow the same method as the text-based stance detection framework to include Wikipedia

knowledge in the analysis. In addition, we also ask the model to learn to decode the corre-

sponding rationale before generating the actual analysis output.

5.3.1 Basic Generation Framework

We also use the generation-based framework as the text-based analysis. Unlike the BART-

based encoder-decoder framework, we choose Qwen2-VL [196] series for our analysis, which

is a decoder-only framework. We use Qwen2-VL-2b-Instruct as the base model for fine-tuning.

The generation process can still be considered using the conditional probability to select a new

token at each step

p (o | gv (v) ; θ) =
|o|∏
i=1

p (oi | o<i, gv (v) ; θ) ,

where v is the input meme and gv(·) represents a function to wrap the input meme into an

instruction with chat format
1
.

1
The instruction text is “Detect whether the given meme is hateful or not. Your output should only have one

line, either “Hateful” or “Not Hateful”.”
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5.3.2 Knowledge Retrieval and Incorporation

Similar to Chapter 4, as we are tackling multi-modal analysis, we use a multi-modal knowl-

edge base, the Wikipedia-based Image Text Dataset (WIT [172]). We use MM-Embed [108] as

the retriever, which allows us to include multi-modal information during retrieval. For each

knowledge item in WIT, we use MM-Embed to obtain an embedding from its English caption

text. During retrieval, we encode the combination of the meme and an instruction
2
as the query

to retrieve the top knowledge candidate from Wikipedia. For simplicity, we also only consider

the top-1 candidate when performing the analysis.

5.3.3 Obtaining and Training with Rationales

Because much hateful speech in memes is expressed in a fairly implicit way, it is natural to

explicitly model the reasoning or the thinking process with the given external background

knowledge for the analysis. Because external knowledge is obtained from retrieval, we do not

have any ground-truth reasoning context. Therefore, we choose to obtain the reasoning context

by asking the vision language model to provide the rationale with a given meme and whether

it is hateful speech or not as input. The specific system prompt is illustrated in Figure 5.2.

Rationale Generation Prompt

You are expert on detecting and analyze hateful speech. You will be given a meme,

retrieved Wikipedia image and caption with the meme, and whether the meme is hateful

or not. You need to provide me with the rationale that why it is hateful or not.

The rationale should also try to use the knowledge from the Wikipedia image and

caption.

Figure 5.2: Prompts for rationale generation.

Because we would like to generate as accurate a rationale as possible, we use a larger model,

Qwen2-VL-72B-Instruct, to generate the rationale. During training, given a meme, we ask the

model to first generate the rationale, then provide the prediction. Specifically, the generation

process can be formulated as

p (o | gk (v,kv) ; θ) =

 |l|∏
i=1

p (li | l<i, r, gv (v,kv) ; θ)

 |r|∏
i=1

p (ri | r<i, gv (v,kv) ; θ)

 ,

2
The instruction text is “Given a meme, retrieve a Wikipedia image caption pair that provides external knowl-

edge to understand the meme.”
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where kv represents the WIT knowledge candidate retrieved, r represents the rationale, l rep-

resents the predicted label, and gk(·) represents a function to wrap the input meme and the

retrieved knowledge in an instruction in chat format
3
.

5.4 Experiments

5.4.1 Data

VAST contains 18,548 examples from the New York Times “Room for Debate” section with 5,630

different targets for zero-shot and few-shot stance detection. Original examples of VAST are

collected from Habernal et al. [53] under Apache-2.0 license
4
. We use Wikipedia knowledge

collected by He et al. [56], which uses the API to crawl Wikipedia pages for targets. Wikipedia

content can be used under the Creative Commons Attribution Share-Alike license (CC-BY-SA)
5
.

We use the same training/development/test split as Allaway and McKeown [7].

We use the Hateful Memes Challenge [76] as the dataset for our multimodal analysis exper-

iment and follow the standard training and testing splits.

5.4.2 Experimental Setup

We conduct our experiments on VAST [7] for text-based analysis. We compare our model with

several existing systems, including 1) TGA-Net [7]; 2) BERT-GCN [110]; 3) CKE-Net [112]; and

4) WS-BERT [56]. Following their setup, we use the macroaverage F1 as the evaluation metric,

and we report performance on the subset of test set for zero shot, the subset for few shot, and

the overall test set. We use BART-base
6
as our base model, of which the number of param-

eters is roughly consistent with baselines on BERT-base
7
. Our best model is optimized with

AdamW [118] for 30 epochs with a learning rate of 1e-5. We use a linear scheduler with a

warmup proportion of 0.1, and the training batch size is 32. We use a greedy search during

inference. We report on performance in development set and test set using the averaged results

3
The instruction text is “Detect whether the meme is hateful or not. Your output should have two lines. The

first line starts with “Rationale:” and then provide the rationale for the detection. The second line starts with

“Results:” follow by only either “Hateful” or “Not Hateful”.”

4https://github.com/UKPLab/argument-reasoning-comprehension-task/blob/master/LICENSE
5https://en.wikipedia.org/wiki/Wikipedia:Reusing_Wikipedia_content
6https://huggingface.co/facebook/bart-base
7https://huggingface.co/bert-base-uncased
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of 5 different random seeds. The test results are reported based on the best overall F1 perfor-

mance on the development set. αt is set to 1 and αu is set to 0.5. Our final model takes about 5

hours to train on one Nvidia RTX 3090 GPU.

We conduct our experiments with the Hateful Memes Challenge for multimodal analysis.

We mainly compare with some model variants, including zero-shot inference, vanilla finetun-

ing, vanilla finetuning with retrieved knowledge, and finetuning with retrieved knowledge and

rationale generation. For training with rationale, we first generate 5 different rationales for

each meme in the training set with temperature at 0.2. Then, we use one rationale for a meme

as the training target for hateful meme detection training in one training epoch and iterate dif-

ferent rationales at different epochs. We optimize the model with AdamW for 10 epochs with

a learning rate of 2e-5 and batch size 64. We take the final checkpoint for the evaluation. The

maximum gradient norm is set as 0.3, and the warmup ratio is set as 0.03. The model is trained

with bfloat16 and TensorFloat-32 on a single machine with 8x Nvidia RTX A6000.

5.4.3 Text-Based Results

Comparing with Model Variants

We first conduct a comparison of some of our model variants to illustrate the effectiveness of

our proposed components. The results are shown in Table 5.3. From the comparison of BERT-

based classification (BERTClassification) and BART-based denoising generation from templates

(BART w/ Template), we can find that adopting the generation framework can significantly im-

prove the model performance. Our proposed topic prediction and unlikelihood training can

further boost performance. The final model with Wikipedia knowledge verifies the effective-

ness of Wikipedia knowledge for stance detection with a generative framework.

Comparing with Existing Systems

Our overall performance is shown in Table 5.4. Our method can significantly outperform those

previous baselines, indicating the effectiveness of our proposed generation framework for zero-

shot and few-shot stance detection with varied topics.

5.4.4 Qualitative Analysis

Figure 5.3 shows the t-SNE [187] visualization of intermediate representations before the clas-

sification layer of our model and the BERT classification model on the development set. We
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Model Precision Recall F1

BERT Classification 72.6 72.0 72.1

BART w/ Template 75.7 75.1 75.3

+ Topic Prediction 76.0 75.6 75.7

+ Unlikelihood 76.4 75.9 75.9

+ Wikipedia 78.0 77.3 77.4

Table 5.3: Performance of different model variants on the overall precision, recall, and F1 on the

development set (%). Each of our model variants is on top of the variant from its previous row.

Model Zero-Shot Few-Shot Overall

TGA-Net 66.6 66.3 66.5

BERT-GCN 68.6 69.7 69.2

CKE-Net 70.2 70.1 70.1

WS-BERT 75.3 73.6 74.5

Our Model 76.4 78.0 77.3

Table 5.4: Stance detection performance (%) on VAST. Our model significantly outperforms

previous work on all metrics. Our results are obtained from averaging performances over 5

random seeds. p < 0.001 on overall F1 using Z-test with variance as the standard deviation

over multiple runs.
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(a) Our model (b) BERT classification

Figure 5.3: The t-SNE visualization of intermediate representations from our model and BERT

classification model. Color map: Supportive, Opposite, Neutral.

use random initialization with perplexity as 50 for visualization, and we color each visualized

instance with its corresponding stance label. The visualization of BERT classification shows

small clusters with hybrid labels, while we can see that instances with our generation method

are clustered with labels, where neutral labels are at the top and supportive labels are generally

at the bottom.

5.4.5 Multimodal Analysis Results

We conduct some comparisons with model variants to illustrate the effectiveness of our pro-

posed methods. The results are shown in Table 5.5. From the results, we find that the vanilla

zero-shot inference cannot handle this detection task and produces pretty random detection

outputs. Supervised fine-tuning with labeled data in the Hateful Memes Challenge can signifi-

cantly improve performance. We can also find that adding the retrieved knowledge from WIT

further improved the performance, and we can have additional benefits by explicitly modeling

the reasoning path with the retrieved knowledge.
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Model Variant F1 Accuracy

Zero-Shot 55.35 57.13

Fine-Tuning 68.71 76.05

Fine-Tuning w/ Knowledge 71.17 77.80

Fine-Tuning w/ Knowledge + Rationale 72.89 78.80

Table 5.5: Performance of different model variants on the overall F1 and Accuracy on the test

set (%).

5.4.6 Limitations

Because of the nature of our framework design, the stance detection work requires a diverse set

of targets during training, which is important for target prediction and, therefore, the stance

detection method. It is difficult to apply to other stance detection datasets when there are

limited training resources with regard to targets, such as Conforti et al. [34] and Mohammad

et al. [130]. Besides, the model is trained on news-related debate corpus, so it may need further

domain adaptation if applying the model to other domains such as social media.

We are using an autoregressive generation framework, which will also require extra infer-

ence time to generate the whole output sequence compared to the classification model. We

encourage readers to compare it with classification methods for efficiency when it is applied in

a time-sensitive scenario.

5.5 Related Work

Zero-shot and few-shot stance detection. Zero-shot and few-shot stance detection focus

on detecting stances for unseen or low-resource targets. Allaway and McKeown [7] construct

a dataset with varied topics that can be used to test stance detection under zero-shot and few-

shot settings. Previous efforts have mainly focused on modeling targets, documents, or their

connections. Allaway and McKeown [7] obtain generalized topic representation through clus-

tering. Liu et al. [112] use a commonsense knowledge graph to enhance the connection between

the target and the document. Liang et al. [105, 106] use contrastive learning to learn the target

features. He et al. [56] incorporate Wikipedia knowledge to enhance target representations.

In our work, we use a conditional generation framework to build connections between input,

target, and label text semantics.
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Text processing via conditional generation. Our work is also motivated by recent suc-

cess in tackling text processing problems using conditional generation [94, 149]. In addition

to conventional text generation problems, conditional generation frameworks are effectively

applied in information extraction [98], question answering [93, 149], sentiment analysis [210],

and general zero-shot text classification problems [82]. In our work, we specifically explore

stance detection via conditional generation and reveal several advantages, including fitting the

pretraining paradigm, the flexibility of using auxiliary tasks, and the use of external knowledge.

5.6 Conclusion

In this chapter, we propose a generation-based framework for zero-shot and few-shot stance

detection that generates a stance label from pre-defined templates. We further propose an aux-

iliary task, joint target prediction, which takes stance label and input text to generate targets

and unlikelihood training on manually constructed incorrect generation output. Combined

with Wikipedia knowledge for target from He et al. [56], our model can achieve a new state-of-

the-art performance on VAST. We also extend the incorporation of external knowledge into a

multi-modal analysis problem, hateful meme detection, and find that the use of external knowl-

edge can also help improve the analysis performance.
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Conclusion

Summary of Dissertation Findings

This thesis systematically investigates various approaches to enhance generative modeling-

based social content analysis with external or prior knowledge. This thesis consists of three

parts. The first part discusses methods for converting external knowledge or prior knowledge

into resources for model training. We show that it is possible to convert structured knowl-

edge such as WikiData to distantly supervised data so that we can extend the analysis with

limited attribute types to open-domain analysis. We also show that prior knowledge can be

converted into a set of training constraints that can be included to enhance model training

with an additional constrained loss term. In the second and third parts, we discuss methods to

augment model inference with external knowledge. The second part focuses on discussing gen-

erative modeling-based methods to develop the retrieval pipeline that can help identify useful

knowledge candidates. We investigate synthetic data strategies so that we can train an effective

generative retrieval on a corpus of which we do not have any training query-document pairs.

We also discuss the training and the use of a multimodal reranker on the question answering

training set used for answer generation training, without explicit annotation on gold standard

knowledge candidates. The last part shows an example of applying retrieved knowledge for

a social content analysis problem, zero-shot and few-shot stance detection, with a generative

modeling-based architecture. We also extend the overall analysis pipelinewith another example

on multi-modal space, hateful meme detection. Through these investigations, we can summa-

rize several key insights on building knowledge-enhanced social content analysis models with

generative modeling:

Generative modeling demonstrates strong capabilities in social analysis and knowl-

edge retrieval problems. In this thesis, we largely adopt generative modeling in many of

the building blocks of our social content analysis problems. We show that the flexibility of
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the generation-based paradigm can help us more easily handle zero-shot or few-shot social

analysis problems or problems that require not only extraction but also inference, such as the

open-domain profile inference and the zero-shot or few-shot stance detection. We can also use

the generation-based paradigm for domain-specific retrieval by learning to decode designated

document identifiers for relevant documents. We can also effectively use the decoder to predict

a reranking relevance score with one-step decoding.

Knowledge can be involved at multiple stages to enhance the social content analysis.

This thesis is organized into three different parts, illustrating the use of knowledge in different

stages. In Part I, we discuss methods for converting a structured knowledge base into synthetic

training data and converting prior knowledge into constraints for model training. In Part II, we

discuss the use of the knowledge base itself to build a domain-specific retrieval model, and we

discuss combining the knowledge base with the question-answering dataset to create distant

supervision for reranker training. In Part III, we show an example of applying retrieved knowl-

edge to enhance social content analysis. These studies represent several key stages of social

content analysis and illustrate the effectiveness of incorporating external or prior knowledge

into each of the stages.

Synthetic data are usually the essential building blocks. To exploit the usefulness of ex-

ternal or prior knowledge, we largely adoptmethods to create synthetic data or variant methods

to automatically create training signals. We use the combination of WikiData and Twitter in-

formation for the open-domain profile inference study. We apply prior knowledge to create

consistency-constrained learning objectives. We adopt LLM-based query generation to create

a large set of synthetic queries for generative retrieval training. We select positive candidates

based on distant supervision for reranker training and negative candidates based on initial re-

trieval results for retrieval preference learning and reranker learning. Those synthetic data are

essential for training each of the components when building social content analysis pipelines.

The quality of (synthetic) data matters. On the other hand, the construction of the syn-

thetic data itself is usually not trivial. In this thesis, wemainly adopted two principles regarding

the quality of the synthetic data. The first principle is that we should create synthetic data that

closely follows the testing setup. In generative modeling training, we show that there is a clear

correlation between the Jaccard Similarity to the test set and the retrieval performance. In mul-

timodal reranking training, we show that we should use noisier candidates for model training so
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that we can have a more robust model to offset the potential retrieval errors during inference.

The second principle is that we should create challenging synthetic data, as the simple syn-

thetic data may have an adverse impact on the model training, as we illustrated in the negative

candidate selection for generative retrieval preference learning.

Future Directions

In this thesis, we have demonstrated examples of utilizing knowledge to enhance social content

analysis at different stages. We conduct those studies on a case-by-case basis, where we first

identify the analysis problem, investigate potential knowledge content that can be applied to

this problem, and appropriate methods to combine knowledge and the analysis. One potential

direction is to make the identification or analysis problems and knowledge resources more

automatic. It would be extremely helpful to develop methods that can provide suggestions on

potential knowledge resources that will be helpful to the given social content analysis problem,

as well as methods that can automatically identify social analysis problems as use cases for

certain knowledge resources. This principle can also be potentially extended to the instance

level, where, given a certain analysis case, we ask the model to identify whether it requires

external knowledge as additional input and where to find external knowledge. It would make

the whole analysis pipeline more automatic and intelligent.

Another future research direction is related to the faithfulness and reliability of the model

analysis. Even though we may identify useful external resources for model analysis, and in

many cases, and witness empirical improvements with the external resources, we still do not

have the empirical or theoretical guarantee that the model will faithfully follow the input from

external resources to make the analysis. Therefore, it would be essential to further investi-

gate the faithfulness of the model analysis with given external resources. It can be performed

with different perspectives. We may investigate methods to enhance the faithfulness. We may

also propose methods to identify scenarios in which the models may not follow the external

resources provided. All efforts in this direction can potentially make the analysis more trans-

parent, reliable, and human-interpretable.

From the modality perspective, we cover mostly text and images in this thesis. It is also

important to explore the possibilities of other modalities, such as audio or video. For example,

gestures in videos or tone of voice may also reflect some opinions. We may also use methods

discussed in this thesis to analyze the narrative in audio or video and use them as supervi-

sion for video-based analysis. In addition, we have pretty rich resources for textual knowledge
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bases. But for multi-modal purposes, we mostly focus on Wikipedia images and text. However,

in real-world scenarios, we still need other multi-modal knowledge resources that can help us

identify fine-grained objects or events and link them to relevant backgrounds or resolutions. For

example, instead of an overall object, we may need additional background information regard-

ing the texture of the object and some potential social norms regarding the use of the texture.

Therefore, it would still be quite important to further collect or identify multimodal knowledge

resources that can provide more diverse and detailed information regarding multimodal input

at different levels of granularity.

An important factor that is not covered in this thesis, although they are important in content

analysis, is time. For example, a person’s attributes may change over time, such as occupation

andwork location. In currentmethods, we only consider using themost recent context to reflect

the most up-to-date information. But when considering context from a longer period, we need

to consider the time-dependent nature of those attributes and instead use methods to update

attributes with new information. In addition, stances and opinions may also change over time

and, in many cases, can be reflected implicitly with a change of state. It would be essential for

generative modeling-based analysis to capture those change points in the long run to provide

more accurate analysis results.
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Ethics Considerations

The goal of this thesis is to present methodologies and principles to combine knowledge with

generative modeling for social content analysis problems. It is also essential to acknowledge

and discuss the potential risks associated with this research. We also believe that the NLP com-

munity needs to produce detailed information on the potential, pitfalls, and basic limitations

of these methodologies so that we can establish standards to facilitate the proper use of these

technologies and be vigilant and effective in combating nefarious applications.

Data and model biases. To mitigate potential distributional biases, in Chapter 1, we ex-

haustively collect WikiData entities without selecting certain groups of users. However, we

acknowledge that collective information may still contain unintentional social biases. As an

example, one of the potential issues is that people who have WikiData profiles are public fig-

ures, which may not reflect the actual distribution over general populations (e.g., occupation).

WikiData is constantly edited by a large number of WikiData contributors and maintainers.

Although we try to make our study as representative as possible, it is possible that a statement

fromWikiDatamay not reflect the preception from certain groups or individual [167]. Similarly,

the transitive rules used in Chapter 2 may be over-simplification in some scenarios and, there-

fore, may introduce polarized bias. In addition, as in Abid et al. [3], the large language models

themselves may contain biases. Those biases can be potentially inherited in the synthetic data

in Chapter 3, or the generation-based models as we discussed in all chapters. The biases from

knowledge retrieval components such as Chapter 3 and Chapter 4 may also be inherited in the

social content analysis application with retrieval-augmented generation paradigm in Chapter 5

when using those components to provide the relevant knowledge candidates.

We would like stakeholders to be aware of these issues and we urge stakeholders to first

investigate the effect of potential issues before drawing any conclusions for any individual or

social group using this work.
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Proper use v.s. improper use. Themajor difference between proper use and improper use is

whether the use case follows necessary legal and ethical regulations or framework. For example,

Williams et al. [204] proposes an ethical framework based on users’ consent to conduct Twitter

social research. If the information is not publicly available, one must obtain consent. Opt-

out consent can be used when the information is not sensitive, otherwise, opt-in consent is

required. This principle should be adopted to apply the methods discussed in this thesis to

users. It is a best practice to obtain proper consent first before analyzing a person’s background,

or conducting extraction or inference on the person’s opinions.

Sensitivity of personal information. In Chapter 1, we follow the Twitter Developer Agree-

ment and Policy and remove sensitive personal information. However it is still possible to infer

sensitive information indirectly. For example, “candidacy in election” may be possibly used to

infer political affiliation although the affiliations are generally public for those people. Similarly,

personal pronouns, widely present in tweets, may also be used to infer gender. Furthermore,

combinations of various sources might allow personal identification [175, 176]. Even though

we do not use private information in our work, based on our results, we speculate that there

are unobserved risks of privacy loss for using Twitter. Therefore, We ask that future work

should fully comply with regulations, and any non-public or private results should be properly

protected [81].

We have set up the following protocol to ensure the proper use and to prevent adverse

impact for research in Chapter 1:

• We believe that increasing the transparency of the pipeline can help prevent potential

social harm. We plan to release all necessary resources for research reproduction pur-

poses so that others can audit and verify it and prevent overestimation of the model. We

also provide a complete list of attributes in Table 1.7 to increase the transparency. We are

open to all further explorations that can prevent unintended impacts.

• Our constructed dataset for profile inference research is drawn solely from publicly avail-

able WikiData and Twitter, where the ethical consideration should be similar to other

work using encyclopedia resources such as [173]. Furthermore, according to WikiData:

Oversight, non-public personal information are monitored and removed by Wikidata.

According to WikiData Term of Use, we can freely reuse and build upon on WikiData.

According to the Twitter Developer Agreement and Policy, we will only release IDs in-

stead of actual content for non-commercial research purposes from academic institutions.
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• To ensure the proper use of this work, we will not release the data via a publicly available

access point. Instead, we will release the data based on individual requests, and we will

ask for consent that 1) requesters are from research institutions, 2) they will follow all

the regulations when using our work 3) they will not use the model to infer non-public

users unless obtained proper consent from those users.

Although social content analysis tasks discussed in Chapter 2 and Chapter 5 does not di-

rectly involve personal information, it is still possible that the analyzed opinions implicitly

contain private information, for example, political affiliation or beliefs. Therefore, future work

should also consider the direct and indirect impact of the analyzed topic or targets to the speaker

before using those analysis tools.
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