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Abstract

Advances in neural sequence models and large-scale pre-trained language models have made a great impact on natural language generation, achieving impressive performance on different tasks. However, when users of such systems have a specific interest in what content to generate, these models fail to address such needs. To control the content of the generated text more accurately, one could specify an aspect of interest, a semantic property of a current topic that specifies a particular subset of content, and perform aspect-based generation. For example, a user may be interested in knowing more about price from the collection of product reviews. Despite the potential utility of such methods, aspect-based generation has received relatively little research attention. One of the reasons is the lack of available data resources to train and apply models in a variety of domains. In addition, what little work exists on aspect-based generation describes these aspects in simple forms: a set of labels that specifies the overall subtopics in the generated text. However, in reality the content of a text should be specified with different granularities and with respect to other aspects of interest when necessary.

In this thesis, we propose methods to address these issues, allowing for better control of the generated texts. This thesis consists of three parts. First, we address the lack of domain diversity in data sources for aspect-based summarization by reformulating Wikipedia article generation as multi-document aspect-based summarization. We examine the summarization performance on 20 domains and highlight domain-specific challenges. Leveraging this dataset, we then explore zero-shot domain transfer of aspect-based summarization models, with models capable of handling arbitrary aspects at testing time. Next, we focus on incorporating structures into aspects. In this part, we turn our focus to scientific survey articles, which are organized by human authors using section structures. Using this structure, we formulate survey article generation as a summarization task and investigate the use of structural prompts for aspect-based summarization. In the last part, we aim to achieve fine-grained content control with fine-grained aspects. In particular, we learn a language model on Wikipedia texts about single entities by conditioning on a local knowledge base that stores information about various aspects of the entities. We design a model capable of automatically switching between token-by-token and aspect-based generation based on the likelihood of the text.
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Chapter 1

Introduction

Natural Language Generation (NLG) is a field of research that studies automatic generation of natural language utterances with or without conditioning on particular inputs. In the absence of conditioning input, NLG can be applied to free-form text generation such as language modeling or story generation. Perhaps the more popular use case is NLG with conditioning inputs, such as machine translation, dialogue response generation, or data-to-text generation tasks, whose goal is to reflect the conditioning context in the generated output based on the task requirements. Historically, NLG systems took the form of pipeline systems that consist of modules like content selection, lexicalization, and linguistic realization (Gatt and Krahmer, 2018). While these systems are transparent in terms of what content is going to be included in the generated texts, generated texts lacked in fluency due to limited lexical diversity in the outputs. More recently, data-driven NLG systems have observed great success by incorporating neural network-based methods (Bahdanau et al., 2015; Bengio et al., 2003; Sutskever et al., 2014) especially on tasks with clear associations between inputs and outputs (Castro Ferreira et al., 2017; Lebret et al., 2016; Wen et al., 2015). The state-of-the-art has been further pushed forward with the pre-training of large scale sequence models on abundant data (Devlin et al., 2019; Lewis et al., 2020). Neural methods particularly excel at learning from rich representation of inputs and providing high fluency in the generation outputs. Despite these improvements, a number of new challenges have emerged due to the way these models generate text. For example, they lack the transparency of more conventional systems, making it not only difficult to understand the model behaviors but also difficult to control the model to generate texts with desired content.

One of the most important situations that requires such control is when we consider multiple possible outputs different users may be interested in given common inputs. For example,
when summarizing human-authored reviews of a TV, users might have different things they would want to know about the TV when reading a review, such as information regarding the price, quality, and so on. When discussing a certain topic such as Barack Obama, users may be interested in different subtopics such as information regarding his political career, biography, legacy, and so on. In both cases, users would benefit from the ability to ask NLG models to generate responses that focus on the subset of semantic information about an underlying object, where the information reflects their interests. In this thesis, we refer to these varieties of semantic information that characterize the focused object as “aspects.” Considering the previous examples, price and quality, political career and legacy are the aspects of TVs and Barack Obama, respectively. NLG responses that can focus on specified aspects could allow for faster and easier information access for large audiences with diverse interests because of the ability to tailor the output to individual users.

In this context, there is an extensive literature on aspect-based NLG over customer review data for products or restaurants, where features such as “ease of use” or “price” were regarded as aspects. On these data, the task of aspect-based summarization was extensively studied both with extractive and abstractive methods (Angelidis and Lapata, 2018; Krishna and Srinivasan, 2018; Wang and Ling, 2016). The outputs generated by these models convey the specified aspects of a given subject reasonably well. Despite the success with neural network-based models above, there still remain fundamental challenges in aspect-based NLG.

(1) **Aspect-based NLG tasks lack domain diversity.** As described above, most aspect-based NLG tasks have focused on customer review summarization (Angelidis and Lapata, 2018) or coarse topic-based summarization (Frermann and Klementiev, 2019; Perez-Beltrachini et al., 2019) by synthesizing data. This is primarily due to the lack of suitable supervised data that contains texts with associated aspects. Considering the potential practical use of aspect-based NLG, the lack of domain diversity both limits the applicability of existing systems to certain domains, and potentially overlooks interesting scientific questions that may arise when these systems are applied to new domains. Thus, we argue that it is of great importance to model and evaluate aspect-based NLG systems in more general domains.

(2) **Aspects are related in a structural way.** The majority of aspect-based models have focused on an unstructured set of aspects. However, aspects themselves often exhibit structural relations with respect to each other. For example, a hierarchical taxonomy of aspects can be defined when compiling a survey of a scientific discipline, where high-level aspects are more general and low-level aspects discuss specific details. An example of high-to-low aspects that transition from general to specific content would be: “Economics of Data Pricing”, “Cost Re-
duction in Information Goods”, and “Search Costs” from a survey article in Economics (Pei, 2020). In this way, it would be advantageous for aspect-based NLG models to be able to take advantage of the structural relationships in aspects when available.

(3) Aspects influence the generated response only coarsely. When humans discuss a specific topic, we often change the granularity of discussion from general to specific content, such as only touching on a topic or diving into more fine-grained attributes of the topic or entities in relation to the topic. For example, a political discussion on Barack Obama can broadly cover his education (topic) while pinpointing his alma mater such as Columbia University and Harvard Law School. Existing aspect-based generation tasks have mostly focused on coarse aspects, which do not explicitly specify the content. This is particularly problematic in the context of NLG where a model could comply with the aspect and generate unrelated content at the same time (e.g. generating a text about food but unrelated to the food served by the restaurant about which the text discusses). Thus, models for fine-grained aspects are necessary to achieve fine-grained content control. Previous work on data-to-text NLG tasks also are concerned with generation of fine-grained data entries, however, their main goal is to verbalize the data in natural language and not to produce coherent text by incorporating data as the users want. Controlling which entity to focus on in summarization was also investigated previously (Fan et al., 2018), but to limited extent.

1.1 Main Contributions

We summarize the main contributions of this thesis below.

Domain-diverse Dataset for Aspect-based Summarization (Chapter 3) Aspect-based summarization is the task of generating focused summaries based on specific points of interest. Such summaries aid efficient analysis of text, such as quickly understanding reviews or opinions from different angles. However, due to large differences in the type of aspects for different domains (e.g., sentiment, product features), the development of previous models has tended to be domain-specific. In this chapter, we propose WikiAsp, a large-scale dataset for multi-domain aspect-based summarization that attempts to spur research in the direction of open-domain aspect-based summarization. Specifically, we build the dataset using Wikipedia articles from 20 different domains, using the section titles and boundaries of each article as a proxy for aspect annotation. We propose several straightforward baseline models for this task and conduct experiments on the dataset. Results highlight key challenges that existing sum-
marization models face in this setting, such as proper pronoun handling of quoted sources and consistent explanation of time-sensitive events.

**Transferring Aspect-based Generation Models Across Domains (Chapter 4)** Conventionally, aspect-based summarization models are trained on data consisting of aspect-based summaries for each salient aspect to be summarized. However, it is impractical to prepare data for every domain of interest and its corresponding aspects. Therefore, in this chapter, we investigate approaches for zero-shot transfer for aspect-based summarization in unseen domains, where the salient aspects to be summarized may differ from any we have seen before in our training data. Transferring both domains and aspects without labeled data requires controllability of models both at domain and aspect levels, a non-trivial problem understudied in the literature. To tackle these challenges, we propose a two-stage extractive-abstractive model that encodes domains and aspects as natural language inputs to the model, which allows for handling arbitrary aspects as long as they are expressible in natural language. Experiments demonstrate the efficacy of the model on a task of generating Wikipedia article sections in new domains.

**Structured Aspect-based Generation on Scientific Documents (Chapter 5)** In the previous chapter, aspects were treated as sets, i.e. there is no assumption regarding relationships between them. While this may be a valid assumption for applications that require single or independent aspect-based summaries, real-life applications often require generation of multiple aspects in the right order, which raises the need for modeling the relationships of aspects. Modeling such relationships could help generation in different ways, such as additional aspect contexts providing more complex content control (e.g. promoting and demoting certain content), or encouraging more coherent summaries with respect to other summaries. To this end, in this chapter, we propose the task of generating scientific survey articles as the aspect-based summarization of related reference articles. In this task, each section of the survey articles is treated as a summary of cited reference articles with respect to particular aspects (sections) that are sequentially ordered. Following the modeling approaches used in the previous chapter, we experiment with state-of-the-art summarization models with the ability to incorporate target aspects as well as preceding aspects. We found that incorporating aspect contexts improves the individual aspect-based summary quality.
**Fine-grained Aspect-based Generation (Chapter 6)** So far in the previous chapters, we investigated adapting generation models to the content control at topic level with aspects. However, the topical aspects still grossly under-specify the exact content to generate, and a more detailed content specification requires a model that is capable of effectively incorporating such information. In this context, we propose Latent Relation Language Models (LRLMs), a class of language models that parameterizes the joint distribution over the words in a document and the entities that occur therein via knowledge base relations. This model has a number of attractive properties: it not only improves language modeling performance, but is also able to annotate the posterior probability of entity spans for a given text through relations. Experiments demonstrate empirical improvements over both word-based language models and a previous approach that incorporates knowledge graph information. Qualitative analysis further demonstrates the proposed model’s ability to learn to predict appropriate relations in context.

### 1.2 Thesis Outline

The following chapter discusses definitions and background concepts for the thesis, as well as prior work. After that, Chapters 3 and 4 address the problem of lack of domain diversity in aspect-based summarization and zero-shot application based on the proposed dataset. Next, Chapter 5 tackles the problem of incorporating structures among the aspects in the form of survey article generation, then Chapter 6 changes the focus to modeling fine-grained aspects. Finally, conclusions of this thesis and future directions are discussed in Chapter 7.
Chapter 2

Background

In this chapter, we overview key background concepts used in this thesis. We start by defining the central theme of this thesis, *aspect*, in § 2.1. Previous relevant literature on aspect-based models and tasks are then discussed in § 2.2. Finally, relevant methods and problems are discussed in § 2.3.

2.1 Definition

What is an *aspect*? In natural language processing (NLP) research literature, the term is most often associated with either aspect-based sentiment analysis or aspect-based summarization. However, to the best of our knowledge, *aspect* has not clearly been defined in the previous literature. Therefore, we define *aspect*, as used in this thesis, based both on the underlying meaning of the word and based on how it has been used in early and recent literature. The commonalities of aforementioned aspect-based tasks are two-fold: (1) introduction of an additional input (“aspect”) compared to non aspect-based counterparts, which (2) specifies semantic properties of a particular object in the generated response. For instance, aspect-based summarization adds an additional specification regarding which subset of the semantic information of the source text should be reflected in the output.

Based on this observation, we define an aspect as *semantic property that specifies a subset of information about an object*. A similar yet different task from aspect-based generation is query-focused summarization (QFS). QFS also takes an additional input “query” that specifies the summary to be the answer constructed from the source text, but queries to the same text may not be associated with the common object.

Similarly, aspect-based generation is defined as the task of generating texts while reflect-
ing the specified aspect. In other words, this is a controllable text generation task, where the intended control is on the content of the text.

2.2 Prior Work

We first introduce and discuss the precursor to aspect, focus, in § 2.2.1. Next, § 2.2.2 covers the use of aspects in text summarization tasks, which is the primary instance of aspect-based generation. Then, related similar tasks in the NLP community are briefly discussed in § 2.2.3.

2.2.1 Precursor to Aspect: Focus

Early literature on natural language generation (NLG) and dialogue understanding discussed a similar concept to aspect: focus of attention, which was divided into global focus (Grosz, 1977) and immediate focus (McKeown, 1983, 1992). In the context of dialogue, global focus narrows speaker’s and listener’s knowledge about the world to a relevant part to achieve a discourse goal efficiently, while immediate focus refers to narrowing “to a single object (or set of objects) in its pool of relevant information” (McKeown, 1983) at the utterance-level. Because these studies targeted dialogues, the primary unit of focus was the entities (e.g. person, item). In this thesis, however, we generalize aspects with different granularity levels through the aforementioned definition, which allows us to study different concepts in a unified manner.

2.2.2 Aspect-based Summarization

Aspect-based generation was first introduced as “feature-based summarization” on customer reviews (Hu and Liu, 2004), where the primary objective is to allow users to focus on the parts they are interested in thanks to summaries about particular product features. Similarly, different terms were used to describe the same concept in customer review analysis literature, such as keywords (Gamon et al., 2005), fine-grained features (Popescu and Etzioni, 2007), or topical facets (Mei et al., 2007). Later, while not a generation task, Snyder and Barzilay (2007) introduced the term aspect, referring to a similar concept to the “feature” in the previous study. Following these works, Titov and McDonald (2008) unified the inconsistent terminology into aspect and defined the aspect-based summarization task, where the authors learned an aspect-aware extractive summarization model. Text summarization is a suitable task for aspect-based generation, because generating text about certain aspects of a longer text would most likely
compress the original text in terms of length, achieving the summarization. Thus, a major sub-field of aspect-based generation is aspect-based summarization. We first summarize previous work on aspect-based summarization and discuss other important studies.

To carry out the task, related works on aspect-based summarization developed datasets in review domains, such as reviewing e-commerce sellers (Lu et al., 2009), movies (Wang and Ling, 2016) or Amazon product reviews (Angelidis and Lapata, 2018; Yang et al., 2018). As evident from the listed datasets, customer reviews are suitable resource for aspect-based generation, because reviews most likely involve (1) the same underlying object (e.g. product, movie, etc.) and (2) people writing about different properties and attributes of the object consistently. Relaxing the definition of aspect, multiple studies (Frermann and Klementiev, 2019; Krishna and Srinivasan, 2018) have synthesized aspect-based summarization datasets on the news-wire domain, where each sample is composed of concatenated multi-topic data samples from CNN/Daily-Mail (Nallapati et al., 2016). TAC 2010 also held a shared task of guided-based summarization on news domain, which resembles aspect-based summarization in terms of topic guidance. Thus, data resources have mainly been developed in either customer reviews or in synthesized news domains, thereby limiting the utility of the trained models beyond those datasets. This thesis aims to address this issue with two approaches, one by constructing a domain-rich aspect-based summarization dataset (Chapter 3), and the other by learning a model that can operate across domains in a zero-shot manner (Chapter 4).

Early attempts at neural aspect-based summarization took extractive approaches. For example, Angelidis and Lapata (2018) proposed a ranking-based extractive model that uses extracted aspect-relevant phrases (with polarity estimation). Neural abstractive models take advantage of sequence-to-sequence models (Sutskever et al., 2014) by incorporating target aspect information in various ways, such as feature embeddings (Frermann and Klementiev, 2019; Kikuchi et al., 2016; Krishna and Srinivasan, 2018; Michel and Neubig, 2018), extra contexts (Li et al., 2018), auxiliary objectives (Perez-Beltrachini et al., 2019), or by prompting (Fan et al., 2018). These methods took advantage of recent advances in neural summarization methods (Cheng and Lapata, 2016; Chopra et al., 2016; Gehrmann et al., 2018; Paulus et al., 2018; Rush et al., 2015; See et al., 2017). More recently with pre-trained language models, previous attempts have shown that prompting is one of the most effective methods for controlling the outputs (Dathathri et al., 2020; He et al., 2020; Keskar et al., 2019; Raffel et al., 2020). Adding aspect information only at test time by replacing a model component with aspect-specific features has also been studied (Amplayo and Lapata, 2021). We point out that models described above consider aspects as additional labels accompanied with instances, and did not consider the relationships between
aspects. In addition, aspects introduced in the aforementioned models only loosely constrain the outputs in a way that the topic is consistent (i.e. “the summary should talk about aspect”). One of the goals in this thesis is to model relationships that aspects possess, which have been either overlooked or unavailable (Chapter 5). Also, we aim to achieve finer-grained aspect-based generation in Chapter 6.

2.2.3 Query-based Generation Models

In § 2.1, we discussed that aspects serve as the signal to control the content with the constraint of an underlying object. While not exactly fitting to the aforementioned definition, there are a few highly related research topics to aspect-based generation: query-focused summarization and question answering. We briefly describe the tasks and the relevance to aspect-based generation below.

- **Query-focused Summarization.** Originally introduced at DUC 2005 (Dang, 2005), this task’s objective is to generate a summary according to queries. In other words, aspect-based generation conforms to this definition by considering the aspects as the queries. However, there is no restriction on what and how the queries are formulated, unlike aspect-based generation where the aspect should be the semantic properties of the underlying object. While differing in definition, much of the methodology can be translated across tasks, such as re-ranking the source texts according to aspect (query) relevance (Su et al., 2020). Much focus is on the relevance assessment between queries and text units, which is followed by the summarization step. We refer the readers to (Xu and Lapata, 2020) for more related work on query-focused summarization.

- **Question Answering.** This task is different from aspect-based generation in the same way that query-focused summarization is. The input and output of this task are similar to that of query-focused summarization; it takes as input source texts and a query, and returns the output. The key difference lies in the intended output, where question answering focuses on getting the most probable answer, while summarization tasks focus on getting all relevant information within a token budget (Reddy et al., 2019; Xu and Lapata, 2020).
2.3 Relevant Concepts

In this section, we summarize common concepts and problem settings tackled in this thesis. § 2.3.1 and § 2.3.2 describe key methods and problems, respectively.

2.3.1 Methods

This thesis leverages recent advances in deep neural network-based models for NLP. Specifically, all of the chapters in this thesis employ Transformers (Vaswani et al., 2017) as building blocks. Besides, Transformer-based architectures employed in this thesis are mostly pre-trained; the parameters are optimized for pre-training objectives on a large amount of data before use. We cover the key ideas of these methods below.

Sequence Modeling with Transformers  Sequence modeling is a central part of NLP, where the objective is to obtain context-rich representations of a sequence. Ever since the neural network-based models have proven to be effective, recurrent neural networks (RNN; (Elman, 1990; Hochreiter and Schmidhuber, 1997)) have widely been adopted to various NLP tasks including NLG. In this context, Vaswani et al. (2017) introduced the Transformer, a neural sequence model composed of layers of multi-head self-attention and multi-layer perceptron blocks. With the direct access to any position in the sequence, Transformers have taken the place of RNNs and are now the standard method for featurizing sequences. The originally proposed Transformer architecture suffers from a computational bottleneck as the sequence becomes longer. To mitigate this, a number of methods have been proposed including efficient attention mechanisms (Beltagy et al., 2020; Kitaev et al., 2020), compressed contexts (Rae et al., 2020), and recurrent conditioning on previous contexts (Dai et al., 2019).

Pre-trained Language Models  With ample amounts of data, Transformers have exhibited gains over RNNs in multiple NLP tasks, such as machine translation (Vaswani et al., 2017) or question and answering (Yu et al., 2018). However, Radford et al. (2018) (and later on Devlin et al. (2019)) showed the effectiveness of pre-training on Transformer-based architectures, where the models are pre-trained on a large-scale unlabeled corpora such as Wikipedia or CommonCrawl. With various methods to learn from unlabeled corpora such as mask filling or left-to-right token predictions, resulting pre-trained language models provide sequence representations effective for most of NLP tasks (Devlin et al., 2019; Lewis et al., 2020). We refer the details to (Liu et al.,...
Among various forms of pre-training methods, a particularly relevant architecture to this thesis is BART (Lewis et al., 2020), a pre-trained sequence-to-sequence model on Wikipedia. BART is pre-trained with the denoising autoencoding objective, which is to reconstruct the input from noised versions of it. Since BART is a sequence-to-sequence model, it has a great affinity with sequence-to-sequence generation tasks such as machine translation or summarization.

### 2.3.2 Problem Settings

Different parts of this thesis tackle the same or similar problem settings. Specifically, we highlight language modeling and aspect-based summarization, two major tasks discussed in this thesis below.

**Language Modeling** Given a sequence of $n$ tokens: $x = x_1x_2 \ldots x_n$, Language modeling refers to the task of estimating the probability of the sentence $P(x)$, i.e. the joint probability of individual tokens. The learned probability distribution or the parameters for it is called a language model. The joint probability is typically decomposed in a left-to-right manner with the chain rule as follows:

$$P(x) = P(x_1)P(x_2 \mid x_1) \ldots P(x_n \mid x_1x_2 \ldots x_{n-1}).$$ (2.1)

With respect to neural sequence models introduced above, each of the factored probabilities (e.g. $P(x_1), P(x_2 \mid x_1)$) is calculated to represent the sequence probability as a whole. To train these models on a corpus, the likelihood over the training portion of the corpus is maximized.

A variant of language models that is more relevant to this thesis is conditional language models. Conditional language modeling concerns with learning a probability distribution of a sequence given conditional information: $P(x \mid C)$. The conditioning variable $C$ could be of a variety of forms such as another sequence, structured data, or indicators, depending on the down-stream task.

**Aspect-based Summarization** Given a source document $S$ and a target aspect $a$, aspect-based summarization aims to learn a summarization model that generates an aspect-based summary $t_a$. An aspect-based summary is required to comply with the content specified by aspect $a$. In the context of neural network-based models, summarization tasks are mostly modeled as
sequence-to-sequence learning where the source and the target are source document and summary, respectively. Specifically, aspect-based summarization models typically maximize the conditional probability $P(t_a | S, a)$, which corresponds to the conditional language modeling formulation: $t_a$ is equivalent to $x$, and $\langle S, a \rangle$ serve as the conditioning variable $C$. 
Chapter 3

Multi-domain Large-scale Aspect-based Summarization Dataset

In this and the next chapter, our focus will be on aspect-based NLG at a conventional granularity, where aspects specify topical properties of a given domain. Aspect-based NLG tasks have historically focused on a small number of domains such as product reviews due to the lack of natural data with aspects. Because of that, the aspects for such domains tend to be similar and lacking diversity. We address this challenge by proposing a new dataset WikiAsp for multi-domain aspect-based summarization which consists of a diverse set of aspects. Specifically, we cast Wikipedia articles as the aspect-based description of an entity where different sections correspond to the aspects of the entity. Adopting the idea that the article text can be considered a summary of cited sources (Liu et al., 2018a), we view our task as aspect-based summarization of these cited sources. We collect 20 diverse domains with each of which containing 10 salient aspects. For this task, we experiment with a two-stage model that first clusters input documents according to potential aspects to be included and summarizes for each aspect. While the proposed model was able to generate aspect-sensitive summaries, automatic evaluation results and the analyses indicate that certain domains exhibit unique challenges.

The content in this chapter has been reported in the following work:

3.1 Overview

To tackle aspect-based summarization, a number of datasets have been proposed, but they are somewhat narrowly focused. For example, a great majority of the work focuses specifically on the domain of product or restaurant reviews. In contrast, generic summarization models are tested on a much wider variety of genres, from news (Grusky et al., 2018; Nallapati et al., 2016), to academic papers (Kang et al., 2018; Kedzie et al., 2018), to movie scripts (Gorinski and Lapata, 2015). For each genre, the types and characteristics of aspects that will need to be touched upon in a good summary will differ greatly.

One natural source of such multi-domain articles is Wikipedia, and the section boundaries and titles in each article form natural annotations of aspects and corresponding text. There have recently been a number of attempts to generate the *lead section* of Wikipedia articles from the linked external sites in the reference section (Fan et al., 2019; Liu et al., 2018a; Liu and Lapata, 2019a), an approach that does not explicitly consider the different aspects covered by the article. Perez-Beltrachini et al. (2019) also examine domain differences in Wikipedia text summarization. However, existing datasets and analyses lack structure, broad domain coverage, or both. We argue that (1) generating *structured* summaries is of inherent interest, as these will allow humans consuming the information to browse specific aspects of interest more readily, and (2) the structure will *vary across domains*, with different domains demonstrating very different characteristics.

In this chapter, we construct a dataset for multi-domain aspect-based summarization that...
allows us to train models for this unique variety of summarization task, and examine the challenges posed therein. Figure 3.1 illustrates the overview of our task. Specifically, we turn to section titles of Wikipedia articles and construct sets of “aspects” through steps of automatic extraction, curation, and filtering. The section texts then serve as corresponding aspect-based summaries.

We devise a baseline two-stage method consisting of aspect identification and summarization using extractive and abstractive models, and conduct experiments on the proposed dataset. The analysis of experimental results and the generated summaries reveals the unique challenges posed by our multi-domain and multi-document setting. For example, aspects that require summarizing contents in a particular order (e.g., time series events) in a multi-document setting adds extra difficulty because of the need for correctly ordering scattered (and possibly duplicate) pieces of information from different sources. Certain domains that involve interviews or quotes of people also exhibit challenges in correctly modifying pronouns based on the relationship to the topic of interest.

3.2 Related Work

Wikipedia as a Summarization Dataset

Wikipedia has been studied as a target resource for generation. An early attempt on generating full Wikipedia articles relied on web search results for target entities as inputs (Sauper and Barzilay, 2009), which simulates an authoring process of humans searching information over the Internet. Liu et al. (2018a) formulate a sub-task of generating lead sections as summarization of reference web pages to target articles. The resulting WikiSum dataset is accompanied by rich metadata about articles and inspired different uses of the dataset (Perez-Beltrachini et al., 2019). Our work also builds upon the WikiSum dataset, and aims to evaluate aspect-based summarization models using different sections from Wikipedia articles. Similarly to our work, WikiRef (Zhu et al., 2019) use section titles as queries to formulate a query-based summarization task that aims to summarize cited references into citation statements. Compared to Sauper and Barzilay (2009), our dataset is an order of magnitude larger, both in the amount of articles and in the number of domains covered.
Title: Barack Obama

Aspect: Early life and Career

Obama was born on August 4, 1961, at Kapiolani Medical Center for Women and Children in Honolulu, Hawaii. . . .

Aspect: Presidency

The inauguration of Barack Obama as the 44th President took place on January 20, 2009. In his first few days in office, Obama issued . . .

Aspect: Legacy

Obama’s most significant legacy is generally considered to be the Patient Protection and Affordable Care Act (PPACA), . . .

Table 3.1: Example Wikipedia article about Barack Obama. Our goal is to generate texts given the cited references and the specified aspects.

Multi-Document Summarization

Extractive methods have shown effective for multi-document summarization in previous work (Cao et al., 2015; Nenkova et al., 2006; Yasunaga et al., 2017; Zhang et al., 2018), but abstractive methods have increasingly adopted for the task (Fabbri et al., 2019; Lebanoff et al., 2018). Our task is based on the idea of (Liu et al., 2018a) which treats references as source documents for the multi-document summarization task, and we experimented with both types of summarization models in our experiments.

3.3 Generating Wikipedia as Aspect-based Summarization

Wikipedia articles exhibit a specific way of organizing information about a focused topic. An article $S$ consists of two parts: section titles $a$, and their contents $p$. The contents are further split into sections, where each section describes information about the main topic from different viewpoints. Table 3.1 shows an example article about the topic “Barack Obama”, with several sections “Early life and Career,” “Presidency,” and “Legacy”. In practice, the contents included in each section can take many forms, from text, tables, and images, to more specialized content such as brackets of a tournament. In this chapter, we focus only on sections that mainly consist of textual content (see Section 3.4 for how we define this).

Importantly, the content in Wikipedia articles is required to be verifiable: “other people us-
ing the encyclopedia can check that the information comes from a reliable source”.¹ To ensure this, articles contain citations from a set of references \( R \) so that readers can check the validity of the content. In other words, citations supposedly contain the majority of the information written in the articles. Liu et al. (2018a) took advantage of this fact by proposing a summarization task using cited references as source documents for summarization. Citations include published material (such as books) and websites, but because only web-based citations can easily and automatically be mined via crawling, we consider only web-based citations as source documents in this chapter and ignore the rest of non-web based citations following Liu et al. (2018a).

The goal of our task is to learn a model \( f : R \rightarrow S \), which can 1) identify and gather information from cited references and 2) generate a section-by-section summary where each section contains the appropriate type of information. Formally, let \( R = \{R_1, R_2, \ldots, R_M\} \) be a collection of \( M \) cited references for an article \( S = \{s_1, s_2, \ldots, s_N\} \) of \( N \) sections. Each section \( s_i \) is essentially a tuple of a section title and one or more paragraphs: \( s_i = (a_i, p_i) \).

While there is a fair amount of variety in section titles across different articles, articles that belong to the same domain tend to share aspects that are particularly salient for that domain. Because of this, we select a fixed-size subset of all section titles that appear in each domain as the set of aspects \( A \) that we will target; details on how we select this subset will be elucidated in the following section. Hence, our task is cast as multi-document aspect-based summarization.

### 3.4 The WIKIAsp Dataset

In this section, we describe our concrete steps to create our dataset.

#### 3.4.1 Data Collection

As the base data, we build upon the data collection strategy from the WikiSum dataset (Liu et al., 2018a), a dataset for generating lead sections of Wikipedia from referenced web pages. Following the WikiSum data generation script,² we first crawled cited references covered by CommonCrawl for each Wikipedia article. We then recover all the sections³ of the target Wikipedia

---

²Tensor2tensor’s WikiSum generator was used.
³Due to the design of WikiSum dataset, the first section title of any article is automatically renamed to “LEAD”. Therefore, we could not recover first sections of the Wikipedia articles. We suggest editing the data generation scripts for future WikiSum users if section title information is necessary.
articles from WikiSum (which was unused in WikiSum dataset) and obtain pairs of (section title, section paragraph). An example for this is shown in Table 3.1.

### 3.4.2 Domain Separation

Articles in different domains focus on different salient topics, as observed by Perez-Beltrachini et al. (2019). For example, the “discography” section is common for articles about singers, but is not appropriate for articles about infrastructure. To characterize such structural differences, we separate the set of articles obtained in the previous step into sets in particular domains. Specifically, we follow Perez-Beltrachini et al. (2019) in assigning one category for each article using DBPedia (Auer et al., 2007). DBPedia stores structured information for each Wikipedia article, including the domain labels and info boxes. Additionally, it defines a topical hierarchy of the domains (ontology classes). We first map between articles and the domain labels from the corresponding DBPedia dump. Obtained domain labels, however, have mixed granularity (e.g., Person and its sub-class Dancer) which causes imbalance in the number of examples in each domain, as well as domain overlap between high-level and low-level domains in the domain hierarchy. We mitigate this by recursively merging domains at leaf-level into coarser ones according to the aforementioned topical hierarchy from the ontology classes.\(^4\) We repeat the merging procedure until a branch in the hierarchy includes more than 15,000 articles, and picked 20 domains at the leaf of the merged hierarchy.\(^5\)

\(^4\)http://mappings.dbpedia.org/server/ontology/classes/

\(^5\)Many articles are labeled directly as Person, in which case the domain is high-level at the hierarchy. We do not select this domain because lower-level domains such as Artist or SoccerPlayer already have enough number

<table>
<thead>
<tr>
<th>Infrastructure</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td>history</td>
<td>reception</td>
</tr>
<tr>
<td>route description</td>
<td>gameplay</td>
</tr>
<tr>
<td>facilities</td>
<td>development</td>
</tr>
<tr>
<td>services</td>
<td>plot</td>
</tr>
<tr>
<td>future</td>
<td>history</td>
</tr>
<tr>
<td>route</td>
<td>features</td>
</tr>
<tr>
<td>location</td>
<td>story</td>
</tr>
<tr>
<td>construction</td>
<td>release</td>
</tr>
<tr>
<td>connections</td>
<td>overview</td>
</tr>
<tr>
<td>description</td>
<td>legacy</td>
</tr>
</tbody>
</table>

Table 3.2: Frequency of filtered aspects that are *textual* in 2 domains. Due to space constraint, the statistics for the rest of domains will be available in the Appendix A.3.
Table 3.3: Training set statistics comparisons against previous aspect-based summarization datasets. For multi-domain datasets, the sum of all the examples are reported. #Asp./Ex. represents the average number of aspects that a model has to summarize on each example. (∗ Review saliency is treated as aspects. #Asp. represents the number of aspects per domain if the number of domains is more than one. Compared datasets are the work of Angelidis and Lapata (2018); Frermann and Klementiev (2019); Wang and Ling (2016); Yang et al. (2018), respectively.

### 3.4.3 Aspect Selection

Next, we perform aspect selection on each set of articles in the domains extracted during the previous step. As previously noted, articles in the same domain tend to share similar set of section titles. Motivated by this observation, we construct the set of aspects from the most frequent section titles.

From the frequency distribution of section titles in a domain, we manually filter ones that are not textual, that is, more than half portion of section consists of text. For each section title, we take 20 randomly sampled sections and include it in the set of aspects only if 80% of samples consist of textual paragraphs. Following the steps above, we construct the 10 most frequent aspects for each domain. However, the choice of words in section titles vary depending on the editors within the same domain, which leads to missing relevant aspects that are moderately frequent but not present in Top-10. For example, one of the common section titles in Written-Work domain are “summary” and “plot summary,” which should be merged together to form a single aspect. We handle these cases by inspecting the frequent distribution further down and manually identifying semantically equivalent titles to merge.

The resulting dataset consists of instances in 20 domains where each domain has 10 pre-defined aspect classes. We show statistics comparisons of the dataset to existing aspect-based summarization datasets in Table 3.3 and examples of obtained aspects for two domains in Table 3.2.

Appendix A.1 and A.3 summarizes the data size for each domain and the obtained aspects.
Figure 3.2: Two-stage model diagram. The aspect classifier assigns aspect labels for each reference sentence $R_i$ from references $\mathcal{R}$ with a threshold $\lambda$. Sentences are then grouped according to the assigned labels, which are fed to the summarization model. Groups about irrelevant aspects (i.e., $a_2$) is ignored. Finally, the summarization model outputs summaries for each relevant aspect.

for the rest of 18 domains respectively.

3.5 Baseline Models

Next, in this section we describe two baseline models for solving this task. Both of these models decompose the overall process into two stages: aspect discovery and aspect-based summarization of classified sentences. Both baseline models share the same methodology for aspect discovery, but differ in terms of summarization models. The model overview is shown in Figure 3.2.

3.5.1 Aspect Discovery

The first stage consists of labeling sentences in cited reference texts according to aspects. Having training data that contains sentences in the reference documents labeled with target aspects would be the ideal case, but these do not exist a priori. Therefore, we instead create training data by assigning each sentence in the target articles with aspect labels corresponding to the aspect to which the sentence belongs. For example, the article about Barack Obama in Table 3.1 yields training instances consisting of sentences labeled with Early life and career, Presidency and Legacy depending on which paragraph a sentence comes from. This data makes it possible to train a classifier that learns to predict aspects from the texts at sentence-level. At test time,
cited reference sentences are fed into the learned classifier and are labeled with their most likely aspects.

However, the discrepancy of inputs at train/test time is problematic because the model is not exposed to any noisy sentences that do not belong to any of the relevant aspects at training time, while cited reference texts do contain such sentences. For example, an article in the Company domain may have a citation to the company website itself, which contains commercial messages that may not be appropriate in encyclopedic text such as Wikipedia. We manage such cases by introducing an auxiliary label Other at training time and let the model learn to identify noisy sentences as well. To do so, sentences labeled with Other are randomly sampled from texts in different domains and added to training data. We fine-tune the pre-trained ROBERTa (Liu et al., 2019) model on this classification dataset for each domain. Logits obtained from the model are then passed through the sigmoid function to obtain probabilities of each aspect for a given sentence. Finally, we assign labels to a sentence by taking the aspects $a_i$ whose probabilities are greater than the threshold $\lambda$: $P(a_i) > \lambda$. The lower we set the threshold, the more but potentially noisy sentences we include as the input to the summarization model. We tune $\lambda$ independently for each domain based on the performance on validation sets and set 0.5 for Group, 0.8 for Album, Animal, Building, Film, and 0.9 for the remaining domains as the threshold values.

3.5.2 Summarization

Sentences that are labeled with the same aspect are then grouped in order of occurrence in cited references to form a chunked paragraph that discusses the same aspect. This forms aspect-based clusters of relevant sentences, which become the input to a summarization model. On the contrary, aspects that are never labeled (due to low probabilities) are deemed irrelevant and thus will not be summarized. We consider both an extractive and an abstractive summarization model in our baseline implementation. For the extractive model, we use TextRank (Barrios et al., 2016; Mihalcea and Tarau, 2004), a graph-based ranking model for extracting important sentences. For the abstractive model, we use PreSumm (Liu and Lapata, 2019b), a Transformer-based summarizer with fine-tuned BERT as the source encoder. For each domain, PreSumm is fine-tuned and trained on the pairs of (grouped sentences, target aspect paragraph) to learn to produce summaries given the aspect-relevant sentences.
3.6 Evaluation

We evaluate models along two axes: aspect discovery and summarization. We note that the primary task in this dataset is aspect-based summarization, thus aspect discovery evaluation discussed below is only for diagnostic purposes. Since the aspect sets differ in different domains, evaluation is performed separately for each domain.

Aspect Discovery Models have to correctly predict the right set of aspects about which they generate summaries. The aspect discovery criterion aims to evaluate the similarity between the set of aspects about which a model decides to generate summaries and the set of aspects that appear in the target article.\(^6\) For comparing these two sets, we use precision, recall and F1 scores.

Aspect-based Summarization Gold standard summaries only exist for each of the aspects that appear in an article. Therefore in this evaluation, we focus on evaluating the model’s ability to summarize inputs particularly on these aspects. Specifically, generated summaries are paired to corresponding reference summaries with the same aspects and are evaluated using ROUGE (Lin, 2004). Since ROUGE is a recall-based measure, the number of tokens in the model outputs directly affect the performance. Controlling the length is particularly important for our dataset because average summary length for each aspect in different domains varies (e.g., “description” and “location” from HistoricPlace domain has 396 and 90 average tokens, respectively). We take this into account by explicitly setting the maximum number of words for extractive and abstractive summaries to be the average number of words in the target summaries in the training set for each aspect and for each domain.

3.7 Experiments

We provide two baseline models for the task and evaluate on the proposed dataset.

\(^6\)Note that there are two potential reasons an aspect does not appear in the target article: (1) it may not be appropriate for that particular entity (e.g. the “controversy” aspect in the “company” domain should not exist if that company has legitimately never had a controversy), or (2) the article may not be complete. For this evaluation, we make the simplifying assumption that all articles are complete and thus missing aspects are an indication of failure to recall information, but relaxing this assumption in some way may result in more accurate evaluation.
3.7.1 Implementation Details

For aspect classification, we used roberta-base\textsuperscript{7} model and fine-tuned for 5 epochs on the created surrogate dataset above for each domain, with the learning rate $2 \times 10^{-5}$. For the extractive summarization, we specify the summary length for TextRank according to the mean length of target summaries for each aspect in each domain. We re-train the PreSumm summarizer on our dataset for each domain: the encoder is initialized with the weights of pre-trained BERT (Devlin et al., 2019) and the decoder is trained from scratch. The total number of training steps is 300,000. For some domains, we further tuned the decoder dropout rate to 0.3 to stabilize training. At inference time, we specify maximum summary lengths for each aspect for each domain using the average summary lengths from computed from the training set.

3.7.2 Results

In this section, we discuss the experimental results on each stage.

Aspect Discovery

We show the aspect discovery results in Table 3.4. We see a general trend of high recall predictions made by the model. While varying thresholds could balance precision and recall, the results exhibited high recall after hyperparameter search. This suggests that the learned classifier is poorly calibrated. Class imbalance also plays a role here: predicting the major classes give high recall due to skew aspect frequency distributions. Among others, the classifier performed best with the Town domain by achieving the highest precision and the F1 score.

Summarization

The automatic evaluation results are shown in Table 3.5. Neither baseline unanimously outperformed the other on all domains, but we observe that PreSumm (abstractive) performs better than TextRank (extractive) on average. The low R-2 and R-L scores by both models despite the oracle being relatively higher suggest that important phrases to be summarized do not appear rarely.\textsuperscript{8}

To understand the upper-bound of model performance for the task, we also show summarization results of the extractive oracle model in Table 3.5. Sentences were chosen directly

\textsuperscript{7}We used Hugging Face’s implementation (Wolf et al., 2019) for obtaining and fine-tuning the weights.

\textsuperscript{8}Note that TextRank connects nodes according to content overlap, thus isolated sentences are not selected.
Table 3.4: Aspect discovery results on the test set.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Prec</th>
<th>Rec</th>
<th>F-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Album</td>
<td>19.64</td>
<td>86.43</td>
<td>30.64</td>
</tr>
<tr>
<td>Animal</td>
<td>34.69</td>
<td>84.08</td>
<td>45.52</td>
</tr>
<tr>
<td>Artist</td>
<td>26.32</td>
<td>75.24</td>
<td>36.72</td>
</tr>
<tr>
<td>Building</td>
<td>31.46</td>
<td>91.25</td>
<td>42.92</td>
</tr>
<tr>
<td>Company</td>
<td>28.97</td>
<td>91.50</td>
<td>41.06</td>
</tr>
<tr>
<td>EducationalInstitution</td>
<td>25.64</td>
<td>93.82</td>
<td>37.66</td>
</tr>
<tr>
<td>Event</td>
<td>28.99</td>
<td>96.44</td>
<td>42.36</td>
</tr>
<tr>
<td>Film</td>
<td>32.84</td>
<td>91.46</td>
<td>45.17</td>
</tr>
<tr>
<td>Group</td>
<td>17.46</td>
<td>95.56</td>
<td>28.18</td>
</tr>
<tr>
<td>HistoricPlace</td>
<td>33.38</td>
<td>90.22</td>
<td>42.98</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>28.38</td>
<td>94.00</td>
<td>41.00</td>
</tr>
<tr>
<td>MeanOfTransportation</td>
<td>23.24</td>
<td>83.13</td>
<td>33.88</td>
</tr>
<tr>
<td>OfficeHolder</td>
<td>21.22</td>
<td>73.25</td>
<td>30.62</td>
</tr>
<tr>
<td>Plant</td>
<td>31.25</td>
<td>83.17</td>
<td>42.10</td>
</tr>
<tr>
<td>Single</td>
<td>25.36</td>
<td>88.33</td>
<td>37.16</td>
</tr>
<tr>
<td>SoccerPlayer</td>
<td>28.54</td>
<td>67.18</td>
<td>37.16</td>
</tr>
<tr>
<td>Software</td>
<td>31.52</td>
<td>94.65</td>
<td>45.10</td>
</tr>
<tr>
<td>TelevisionShow</td>
<td>20.44</td>
<td>81.76</td>
<td>31.28</td>
</tr>
<tr>
<td>Town</td>
<td>42.61</td>
<td>71.85</td>
<td>50.12</td>
</tr>
<tr>
<td>WrittenWork</td>
<td>21.50</td>
<td>94.29</td>
<td>33.71</td>
</tr>
</tbody>
</table>

from cited reference texts to maximize the ROUGE score against summaries, thus bypassing the aspect classification stage. The oracle performance shows that a summarization model can indeed perform competitively on the dataset if the model is given with the full input information. The contrasting results between the oracle and two stage models suggests the importance of accurate content selection before performing summarization.

3.8 Analysis

We discuss the model outputs and analysis below.

3.8.1 Aspect-by-aspect Evaluation

Not all the aspects are equally hard to summarize; some might require summarization of a broad range of information, while others require only specific concepts to be summarized. We further investigate this by looking into summarization performance for both models on per-aspect
Table 3.5: Aspect-based summarization results on the test set. The last row shows the average performance.

basis. Table 3.6 shows the best-performing aspects sorted in descending order by ROUGE-1 scores for two summarization models on the validation set. Through manual investigation of the generated samples for each aspect, we observed that the aspects where the abstractive model performed well tend to have common templates and similar choice of vocabulary, more so than other aspects. For example, 58% (out of 183 samples) of the target summaries for government in Town shared the identical summaries despite the fact that articles discuss different townships. Similar but less prevalent patterns were observed in other aspects as well.

Aspects where the extractive summarization model performed better contain much larger numbers of tokens in the summaries than average. Specifically, the average summary length for 10 aspects where TextRank performed the best was 303, while that for 10 aspects where PreSumm performed the best was 166. Naturally, abstractive models have issues with maintaining coherence over long decoding results, but the extractive model has few issues gathering relevant sentences at the cost of incoherent transitions from sentence to sentence. As for
<table>
<thead>
<tr>
<th>Dom.</th>
<th>Aspect</th>
<th>PreSumm</th>
<th>TextRank</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>↓ R-1</td>
<td>R-1</td>
</tr>
<tr>
<td>Tow.</td>
<td>government</td>
<td>55.10</td>
<td>21.20</td>
</tr>
<tr>
<td>Eve.</td>
<td>format</td>
<td>44.94</td>
<td>24.73</td>
</tr>
<tr>
<td>Inf.</td>
<td>facilities</td>
<td>42.46</td>
<td>14.75</td>
</tr>
<tr>
<td>Bui.</td>
<td>exterior</td>
<td>41.81</td>
<td>25.60</td>
</tr>
<tr>
<td>Mea.</td>
<td>background</td>
<td>39.00</td>
<td>23.72</td>
</tr>
<tr>
<td>His.</td>
<td>heritage listing</td>
<td>36.58</td>
<td>10.25</td>
</tr>
<tr>
<td>Ani.</td>
<td>habitat</td>
<td>32.91</td>
<td>12.95</td>
</tr>
<tr>
<td>Pla.</td>
<td>taxonomy and nm.</td>
<td>32.70</td>
<td>9.39</td>
</tr>
<tr>
<td>Edu.</td>
<td>rankings</td>
<td>31.80</td>
<td>26.92</td>
</tr>
<tr>
<td>Alb.</td>
<td>commercial perf.</td>
<td>31.71</td>
<td>15.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eve.</td>
<td>battle</td>
<td>28.00</td>
<td>32.00</td>
</tr>
<tr>
<td>Eve.</td>
<td>report</td>
<td>24.77</td>
<td>30.11</td>
</tr>
<tr>
<td>Sof.</td>
<td>gameplay</td>
<td>24.17</td>
<td>28.53</td>
</tr>
<tr>
<td>Eve.</td>
<td>background</td>
<td>30.01</td>
<td>27.42</td>
</tr>
<tr>
<td>Eve.</td>
<td>aftermath</td>
<td>27.54</td>
<td>27.27</td>
</tr>
<tr>
<td>Bui.</td>
<td>history</td>
<td>25.32</td>
<td>27.13</td>
</tr>
<tr>
<td>Sof.</td>
<td>plot</td>
<td>20.50</td>
<td>27.00</td>
</tr>
<tr>
<td>Edu.</td>
<td>rankings</td>
<td>31.80</td>
<td>26.92</td>
</tr>
<tr>
<td>Wri.</td>
<td>plot summary</td>
<td>22.08</td>
<td>26.85</td>
</tr>
<tr>
<td>Fil.</td>
<td>plot</td>
<td>19.43</td>
<td>26.66</td>
</tr>
</tbody>
</table>

Table 3.6: List of aspects sorted in descending order of ROUGE-1 score according to PreSumm (top half) and TextRank (bottom half). “performance” and “naming” are abbreviated to “perf.” and “nm.”, respectively. Domain names shortened to the first three letters.

the content, extractive summaries exhibited the advantage of being able to correctly include mentions related to numbers and dates.

### 3.8.2 Quality of Generated Summaries

We then examined the generated summaries from the two models and compared them qualitatively. Samples are shown in Table 3.7 from some of the domains listed in Table 3.2.

Manual inspection of the generated summaries revealed pros and cons of the two models:

- **Both models are successful at discussing on-topic content.** For all the summaries inspected, both models were able to generate on-topic content in spite of the source documents potentially being noisy.

\(^9\)Samples from other domains are in Appendix A.2.
Gold: cyberpunk 2077 is a role-playing video game played from either a first-person or third-person perspective. It is set in an open world metropolis called Night City, the game will feature non-English speaking characters. Players who do not speak the languages can buy translator implants to better comprehend them.

Ext.: cyberpunk 2077 takes place in, you guessed it, the year 2077. For just a few hours, you can be rich, successful, and popular with your preferred gender. Cyberpunk 2077 will be a AAA RPG, but whether it will come to resemble the Witcher in any way remains unclear. How braindances will be used by or on the protagonist is...

Abs.: The game is an action role-playing game in which the player assumes the role of an unnamed protagonist, runabout who lives in a large metropolis known as the “Black City”. The game’s narrative is told through procedurally generated procedurally generated. During the course of the game, the player is briefed into...

---

Domain / Title: Event / Battle of the Saintes

Aspect: Aftermath

Gold: The British lost 243 killed and 816 wounded, and two captains out of 36 were killed. The French loss in killed and wounded has never been stated, but six captains out of 30 were killed. It is estimated that the French may have lost as much as 3,000, and more than 5,000 French soldiers and sailors were captured.

Ext.: Battle of the Saintes, (April 9 – 12, 1782), in the American Revolution, major naval victory for Britain in the West Indies that restored British naval mastery in the area and ended the French threat to nearby British possessions. The Valiant was subsequently present at the relief of Gibraltar on 12 April 1781...

Abs.: The immediate aftermath of the battle of the Nile meant the British fleet could not be able to deliver a great strategic victory in the Kingdom of France, and had also declared war on Great Britain with the Royal Navy to France. The outcome was the subject of a strategic victory for the British. In the meantime, the British navy had captured the French navy...

Aspect: Battle

Gold: On 9 April 1782, the copper-hulled British fleet soon caught up with the French, who were surprised by their speed. De Grasse ordered the French convoy to head into Guadeloupe for repair, forcing him to escort two fifty-gun ships (Fier and Experiment) and placing his fleet in line of battle in order to cover the retreat. ...

Ext.: “After some initial maneuvers and minor clashes, a full-scale battle was joined on April 12, by which time the British had thirty-six ships of the line in action against thirty French ones. He turned his ships ninety degrees and sailed through the broken French line of battle, splitting the French line into four segments. In doing this, the guns on each side of the British ships were brought to bear on the French with little risk of return fire. ...

Abs.: The battle started as the shock. The battle progressed, when the British forces reached the north-eastern flank of the battle of Weidman (Kingdom) in a battle, he had begun to return to the field, and moved his forces toward the mouth of the river. In the battle, the first contingent of the French navy ships got off from a small contingent of British soldiers as well as the third-rate, under the command of General Sir Henry Sturgis. ...

---

Table 3.7: Generated summaries from multiple domains. Ext. and Abs. represent summaries from TextRank and PreSumm.

* **Abstractive summaries underperform at generating exact entity mentions.** Almost all the samples require generation of entities because the task targets at generating encyclopedic texts. Except for the title (topic) entity, abstractive models either generated no entities or wrong ones.

---

### 3.8.3 Aspect Classification Accuracy

We observed a general trend of low precision for aspect discovery. We hypothesize that this is due to limited target aspects for each article; correctly extracted aspects affect negatively to precision if they do not exist in the target article. To quantify this, 10 random articles are selected from the validation set in Software domain. For each article, we extract 10 sentences
labeled with the highest confidence for each of the 10 aspects, resulting in 1,000 sentences in total. Each sentence is annotated with binary labels indicating whether it is correctly associated with the aspect or not. With the threshold $\lambda$ set to 0.9, we achieved the precision of 45.1, which shows that the aspect discovery has the ability to extract aspects, but not as good at extracting relevant aspects for the article. We observed that the model predictions tend to be polarized to extreme values (i.e., near 0 or 1). We also show the relationship between $\lambda$ ranges and the precision in Figure 3.3, which indicates that the classifier is not well-calibrated.

### 3.8.4 Domain-specific Challenges

One of the benefits of having many domains for the same task is to be able to characterize the differences and challenges that are unique to certain domains. We analyzed the generated summaries from both of the summarization models and identified some of them below.

**Pronoun Resolution for Opinion-based Inputs**

This is particularly important in domains and aspects with subjective reviews such as music (Album, Artist, Group, and Single) or Software. Source documents in these domains often

---

10 Sometimes, the entity in discussion by the sentence is not clear. In this case, we annotate it correct if the sentence could correspond to the target aspect of any entity.
include quotes by artists or critics, which are often written from different person perspective. These are usually converted by the Wikipedia editors into more encyclopedic text, citing the source of the information and writing in the third person. By design, extractive summaries have issues with this problem because of the lack of ability to transform the input sentences in any way. For example, the first extractive summary in Table 3.7 describes a game in a subjective way. We verified this by randomly selecting 20 summaries for gameplay aspect in Software domain. We inspected pronouns in extractive summaries and mark ones with first- or second-person pronouns if the gold summaries do not contain them. We found 65% of the samples contained those undesirable pronouns that do not align with the format of gold summaries.

Chronological Explanation

This variety of content is often found in certain aspects such as history and event, which tend to appear across multiple domains but are most prevalent in Event, HistoricPlace, and non-human entities like Company and Building. It is essential in these aspects to describe key information in the right chronological order for better readability. This would not be a hard task for single document summarization, as the model could perform reasonably by following the order of the original document. However, since our input is of multi-document form, maintaining chronological order when aggregating information across multiple domains becomes non-trivial. Indeed, neither of the models were successful at being truthful to the order even when there are enough clues in the original references. For example, multiple sentences start with “In [year], . . .”, but the generated summary jumps around in time. We randomly picked 20 samples of extractive summaries with history aspect from Company domain and found that 25% of the samples have inconsistent timeline explanations.
Chapter 4

Zero-shot Model Adaptation on Unseen Domains and Aspects

We have learned from the previous chapter that a supervised aspect-based summarization models perform reasonably well. However, as with any model trained in a supervised fashion, the trained models will fail to generate high quality summaries on out-of-domain samples. To assist human editors in such cases, we utilize WIKIASP and propose a transferable aspect-based summarization model that learns from collections of training domains and can take arbitrary aspects at test time to generate summaries. Specifically, we follow a similar approach to the baseline models in the previous chapter and propose a two-stage model consisting of (1) a zero-shot aspect classification and (2) aspect-based summarization.

The content in this chapter is written in:


4.1 Overview

A model trained on aspect-based summarization data might generate summaries for the aspects in the data. However, in many cases there is text from multiple potential domains that needs to be summarized, and the salient aspects may vary from domain to domain. For example, Wikipedia articles cover domains including Software and Animal, and the things a reader may want to know about software (e.g. about its “development”) and animals (e.g. “habitat”) are very different. Gathering training data for every possible domain to train aspect-based
summarization models on respective salient aspects is infeasible.

To address this issue, previous attempts studied transfer learning over domains (Brown et al., 2020; Fabbri et al., 2020; Wang et al., 2019; Zhang et al., 2019b) or aspects (Tan et al., 2020) separately. However handling both has been unexplored, for which two challenges may account: (i) the lack of suitable resources that contain different domains and aspects at the same time, and (ii) the lack of effective approaches to allow for transfer across domains and aspects.

Given this background, in this chapter, we investigate the problem of transferring aspect-based summarization models across domains in a zero-shot manner, overcoming the aforementioned challenges. To address the first, we develop a zero-shot transfer setting from the WikiAsp dataset introduced in Chapter 3, a multi-domain aspect-based summarization dataset that contains 20 domains with 10 aspects each from English Wikipedia. To address the second, we incorporate domain and aspect as encodable features, and study the ability of models to summarize aspects they’ve never seen in domains they were not trained on.

To tackle this task, we adopt a two-stage model (Chen and Bansal, 2018; Liu et al., 2018a) consisting of a cascade of extractive and abstractive sub-models. The two-stage architecture is beneficial for two reasons: (i) it makes it possible for the model to filter irrelevant content explicitly at the extractive stage, and (ii) it allows for processing of long source documents that would otherwise be too expensive for a single neural abstractive model. We experiment with unsupervised PacSum (Zheng and Lapata, 2019) and supervised BART (Lewis et al., 2020)-based
models for the extractive stage. For the abstractive stage, we extend BART by incorporating domain and aspect information in several different ways. Experimental results show that incorporating domain and aspect information as textual prompts results in the best performance, achieving reasonable transfer accuracy compared to best and worst case scenarios. Ablation studies revealed that of the two stages, incorporating these signals in the abstractive stage has the largest effect. Analyses also show that the best model still suffers from over-generalization for some aspects; summaries for some aspects discussed content from training domains despite different inputs.

### 4.2 Problem Setting

We illustrate the transfer over different domains and aspects in Fig. 4.2. One avenue of zero-shot transfer for summarization (Fig. 4.2a) focuses on transferring the models over multiple domains using multi-task learning (Wang et al., 2019), demonstrations (Zhang et al., 2019b), or intermediate fine-tuning on auxiliary corpus (Fabbri et al., 2020). In terms of adaptation on new aspects (Fig. 4.2b), previous work on abstractive aspect-based summarization constructed weakly-supervised data that covers a wide range of entity-based aspects in news domain, where the model fine-tuned on such data can accept arbitrary (entity-based) aspects (Tan et al., 2020). The problem setting we consider involves two variables that may differ at test time, domains and aspects, where both variables could interact with each other (Fig. 4.2c).

In this study, we consider the problem of transferring an aspect-based summarization model across domains. Let $D = \{D_1, D_2, \ldots, D_N\}$ be the set of $N$ domains, and $A^i = \{a_1^i, a_2^i, \ldots, a_K^i\}$ be the set of aspects for $D_i$. We aim to learn a summarization model $f : \langle S, a \rangle \rightarrow t_a$ that takes
source documents $S$ and the target aspect $a$ as input and generate an aspect-based summary $t_a$. The model can only observe samples from a subset of domains $D_{\text{train}}$ at training time, and is evaluated on another disjoint subset $D_{\text{test}}$ ($D_{\text{train}} \cap D_{\text{test}} = \emptyset$).

4.3 Methodology for ZERASum

In this section, we describe our methodology to solve the problem of zero-shot transfer. To start, we decompose the aspect-based summarization task into two sub-tasks, (i) stage one: extraction of aspect-relevant content and (ii) stage two: summarization with extracted content. Fig. 4.3 presents the overview of such a two-stage model architecture. Instead of directly mapping the source text $S$ to the aspect-based summary $t_a$, ZERASum creates an intermediate document $S'$ which will be the input to stage 2.

The potential advantages are: (1) by reducing the large input in the first stage’s extraction, it becomes more feasible to use compute- and memory-intensive models for abstractive summarization in the second stage. (2) By task decomposition, the challenge of adapting generation models to unseen domains and aspects are broken down into two sub-problems that can be discussed flexibly and relatively independently in their respective sub-tasks. Next, we will show how two sub-tasks are formulated and problems are addressed there.

4.3.1 Extraction as Sentence Entailment

The challenge in the extraction stage is to identify textual information from a long document based on given domains and aspects that are not seen in the training set. To address this problem, we present a novel formulation of extractive aspect-based summarization as entailment. We also introduce aspect-agnostic unsupervised extractive methods for comparison and for more
Supervised

Based on the resemblance to the zero-shot text classification, we adopt the natural language inference (NLI) paradigm for zero-shot text classification (Yin et al., 2019). Given a sentences pair: premise and hypothesis, NLI is defined as a classification task that predicts whether a premise entails the hypothesis or not. Yin et al. (2019) showed that formulating the hypothesis with a statement discussing the relevance to a label allows for the use of NLI as a text classifier. We show the overview in Fig. 4.4. For a given sentence $s$ and the aspect $a$ to evaluate, the premise $p$ is directly the sentence $s$ and the hypothesis is a natural language sentence that encodes $a$. For example, the simplest form could be “The text is related to $a$”. Through preliminary experiments, we found that providing the model with richer hypothesis representations improve the classification accuracy. Specifically, we follow (Zhang et al., 2019a) and compose the hypothesis with 1) aspect name, 2) aspect synonyms derived from WordNet (Miller, 1995), and 3) abstract-concept terms using ConceptNet (Speer et al., 2017), respectively. The entailment prediction from the model is then associated to the sentence (premise) being labeled with the aspect $a$.

Since training data for this model will not be naturally available from aspect-annotated datasets, we propose a method to construct it by applying labels to source document sentences. For each sentence in the source document,

- An entailment example is created if the sentence has high similarity to one of aspect-based summaries for the instance. The corresponding aspect is assigned to the sentence as a label.
- A non-entailment example is created in two ways: wrong-label and irrelevant. For each entailment-class instance, a random aspect (different from the entailed one) is randomly sampled and added as non-entailment example. An irrelevant example is sampled from

Figure 4.4: Under the NLI formulation, each sentence in the source text and an aspect $a$ are converted into a premise and a hypothesis. If the NLI predicts entailment, the sentence is incorporated into the extracted summary.
sentences with low similarity to any of the target summaries. We employed ROUGE-2 > 0.1 as the threshold for similarity assessment. At inference time, the trained model is applied on all the (source sentence, aspect) candidate pairs, which are then grouped by aspects and are sorted in the descending order of entailment probability.

The number of tokens for extraction is set by the maximum number of tokens that the stage 2 model can take as input. If entailment-predicted sentences do not fill the token budget, we further add borderline not-entailment sentences according the same order. We then re-sort the selected sentences in the original order of sentence appearance to retain some semblance of discourse consistency.

Unsupervised

A popular and light-weight approach for extractive summarization is to employ an unsupervised approach. We also consider two flavors of unsupervised methods.

PacSum (Zheng and Lapata, 2019) is an unsupervised extractive summarization algorithm, which refined the graph-based ranking algorithm with BERT-based representations and directed edges. Specifically, we employed PacSum over sentences featurized with TF-IDF vectors, a more light-weight variant compared to using BERT for sentence representations. Note that this method does not concern with any specified target aspects, but instead returns salient sentences in general. We leave a more elaborate alternative (e.g. query-based unsupervised extractive summarization) as a future work.

LEAD In a similar spirit, we also adopt the leading text baseline which simply takes the first part of the source documents.

4.3.2 Summarization with Guidance

The challenge in this stage is how to design an abstractive summarization system that can make good use of: (i) extracted content from stage one (ii) domain and aspect labels associated the documents.

Specifically, after the first stage, the source text $S$ is shortened to $S_a$, an aspect-aware source document. We fine-tune a pre-trained sequence-to-sequence summarization model on the pairs of shortened document $S_a$ and target aspect-based summary $t_a$. To guide the model to generate
outputs about the target aspect, we consider different methods to consider domain and aspect information in the model.

**Prompt** Prompting is a simple yet effective approach to condition the sequence models on a variable-length control signals. Prefixing the signals to control the outputs has been successfully adopted in controllable text generation tasks (Dathathri et al., 2020; He et al., 2020; Keskar et al., 2019). We follow this intuition and modify the input to the model by prefixing the domain and aspect names as the prompt to the encoder\(^1\) so that the model will condition the generation on these variables. We keep the prompt in a simplest form, *i.e.* `[domain] [aspect] [source]`, as we did not observe critical differences when employing different prompt designs.

**Logit** Intuitively, domain and aspect information influences the vocabulary choices of the output, and thus could be a useful signal to directly control the vocabulary distribution. To do so, we follow Michel and Neubig (2018) and incorporate domain and aspect information into the calculation of logits. Specifically, we directly modify the projection layer of the decoder with additional terms that represents domain and aspect information:

\[
P(y_i | x) = \sigma(W[h_i \oplus e_d \oplus e_a] + b_h),
\]  

where \(\oplus\) denotes the concatenation operation. \(W\) and \(b_h\) are learnable parameters, \(h_i\) is the hidden representation at \(i\)-th decoding step, \(e_d\) and \(e_a\) are the domain and aspect embeddings, respectively. We represent domains using the definitions mined from Wikidata and DBPedia, while the aspects are represented in the same way as the featurization of hypotheses for the NLI model.

### 4.4 Zero-shot WikiAsp

In order to evaluate zero-shot transfer of aspect-based summarization, we need an appropriate data setting of a multi-domain and multi-aspect corpus. To test aspect-based summarization models in this setting, we adopt WikiAsp, a multi-domain aspect-based summarization dataset in the encyclopedic domain from Chapter 3. WikiAsp is built upon WikiSum (Liu et al., 2018a), a dataset that formulated cited references of a Wikipedia article as source text and the lead section

\(^{1}\)Preliminary experiments found prefixing the decoded sequence less effective than doing so for the encoder.
of it as the summary. Cited references are sorted by (Liu et al., 2018a) in descending order according to the TF-IDF score of each document against the article title and concatenated into single text. Notably, WikiAsp considers other sections as the target text as well and categorizes articles into distinct domains defined in DBPedia (Auer et al., 2007), which make it a multi-domain aspect-based summarization dataset. Data statistics are shown in Tab. 4.1.

In Chapter 3, we developed a two-stage model consisting of aspect classification and summarization, where both parts are trained separately for each domain. While this approach allows for learning models specific to the domains of interest, models are not applicable to a new domain without fine-tuning due to over-fitting on the trained domains.

We randomly split 20 domains in WikiAsp into 80 : 20% split, resulting in 16 training and 4 test domains. In this split, 58% of aspects (23 out of 40) from test domains also appear in the training domains. We use combined training splits from $D_{\text{train}}$ for training and combined test splits from $D_{\text{test}}$ for evaluation.

### 4.5 Experiments

#### 4.5.1 Evaluation Methodology

We evaluate the model performance at each stage on metrics that focus on different factors. Fig. 4.5 visualizes evaluation measures employed for comparing different parts of the model.

**Stage 1** As illustrated in Fig. 4.5, we adopt two evaluation methods for stage one models.

- **F1**: To measure the quality of aspect classification, we evaluate the model via F1 score for the positive class. This corresponds to the *entailment* class F1 score for the NLI model. For the unsupervised baselines, we set the number of sentences to extract as 50% of the
original input. We simulate that selected sentences are relevant to all the aspect candidates.

- **Oracle ROUGE (OR):** The primary role of the first stage is to provide as informative inputs for the stage 2 as possible. We calculate oracle ROUGE (OR) scores to evaluate greedily selected extractive oracle sentences against the target summary for all the aspect-based summaries. Oracle ROUGE characterizes the upper-bound performance of stage 2 models in an extractive setting.

**Stage 2** We evaluate the model performance by ROUGE, which is a primary metric for our task.

### 4.5.2 Implementation Details

**Stage 1** We found through preliminary experiments that directly adopting the training configurations explained in (Yin et al., 2019) led to suboptimal accuracy. To remedy this, we employ 1) a larger pre-trained model (bart-large-mnli), 2) keep the original classification head with three labels (entailment, neutral, not-entailment) with a mask to suppress neutral prediction, and 3) scale the losses for different classes proportionally to the number of instances. As we mention below, we extract up to 1024 tokens.

**Stage 2** We use BART-large (Lewis et al., 2020) as the base model, which is capable of processing up to 1024 source tokens. We start fine-tuning on a pre-trained checkpoint on CNNDM dataset (Nallapati et al., 2016) and fine-tune for three epochs. Due to not knowing the target summary size for test domains and different aspects tend to vary in the average summary length in WikiAsp, we decode using beam search with the beam size 4, the maximum number of tokens 512, length penalty 2.0, and trigram blocking.

More details are available in the Appendix.
<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 1</th>
<th>Stage 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F-1</td>
<td>OR-1</td>
</tr>
<tr>
<td>LEAD</td>
<td>PROMPT</td>
<td>39.10</td>
<td>31.41</td>
</tr>
<tr>
<td></td>
<td>LOGIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PacSum</td>
<td>PROMPT</td>
<td>36.75</td>
<td>30.71</td>
</tr>
<tr>
<td></td>
<td>LOGIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLI†</td>
<td>PROMPT</td>
<td>54.98</td>
<td>34.22</td>
</tr>
<tr>
<td></td>
<td>LOGIT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Stage 1 and Stage 2 results. Largest scores for each column are bold-faced. † indicates results of NLI-based models are significant ($p < 0.05$) better than LEAD and PacSum except the result 1.91 (R-3 in stage two).

4.5.3 Results

We report experimental results below. Paired-bootstrapping is used to assess statistical significance (Koehn, 2004).

**Stage 1** In this stage, we compare aforementioned PacSum, LEAD, and NLI. LEAD serves as the baseline where it takes the first 1024 tokens from the highest-ranked documents. The results for both F1 and OR is shown in Tab. 4.2.

As a more powerful model, NLI out-performed the others both in terms of F1 and OR despite the fact that it only considered sentence-level context. We also found that the entailment probabilities reflected the likelihood that the model was actually correct. On the other hand, F1 of LEAD and PacSum are expectedly low due to inability to distinguish aspect relevance. Relatively high OR despite this aspect insensitivity suggests that 1) keywords useful for summarization are already included lead portion of the source texts and 2) generally salient texts are also salient for aspect-specific content partly because the entity of interest remains the same. While simple, LEAD out-performed PacSum in terms of OR. We suspect that this is due to the data bias introduced by Liu et al. (2018a) where high TF-IDF documents are ordered earlier.

**Stage 2** Next, we experimented two stage 2 variants, PROMPT and LOGIT, on the stage 1 model outputs mentioned above. Since each variant can follow either of the three stage 1 baselines, we obtain the total of 6 combinations. The results for ROUGE scores computed against the gold standard aspect-based summaries are shown in the right half of Tab. 4.2. While being statistically significant, ROUGE score differences at stage 2 among baselines are much small
Table 4.3: Comparison of PROMPT against different data and control settings. For ceiling performance, we include a supervised setting (marked in ∗) that the model is trained on data from the training and testing domains. Compared to OR at stage 1. We perform an in-depth analysis comparing the models per aspect in Section 4.6.3.

Comparing the PROMPT and LOGIT, we found that PROMPT consistently out-performed. In other words, even though LOGIT model directly influences logits with domain and aspect information, rich feature interaction at token-level using via prompting utilized the features better.

### 4.6 Discussion

We discuss in-depth analyses below.

#### 4.6.1 Feasibility of Zero-shot Transfer

To better understand the significance of the results, we compare NLI-PROMPT against the best and worst case scenario: (i) supervised setting, where the model observes the training splits from the test domains as well during the training, and (ii) no-control setting, where the model does not rely on any transferable control signals. We employed NLI-PROMPT for (i), and PacSUM followed by vanilla BART with no domain or aspect information for (ii). We show the ROUGE score comparison on stage 2 in Tab. 4.3. While there still exists a large gap between the best model and supervised setting (5 point ROUGE-1), we observe significant increase in ROUGE scores as domain and aspect signals are incorporated into different stages.

#### 4.6.2 Controllability at Different Stages

At which stage do we obtain the most benefit out of control signals? To answer this question, we compare the models according to the application of domain/aspect controls at different stages.
4.6.3 Influence of Stage 1 on Per-aspect Generalization

58% of aspects in the test domains also appear in the training domains. This suggest that the model could capture domain-agnostic features for particular aspects and re-use them at test time. To analyze the effectiveness on observing aspects during training, we calculate per-aspect ROUGE scores of model variants on test domains by focusing on stage 1 model variants and fix stage 2 with PROMPT. We also group aspects into different groups based on the distance to training domains:

\[ \text{dist}(a, D_{\text{train}}) = \begin{cases} 
0 & \text{seen} \\
\min_{a' \in D_{\text{train}}} \| e_a - e_{a'} \| & \text{unseen}
\end{cases} \]  

(4.2)
Table 4.4: Error type counts on generated summaries. PROMPT is used for stage 2.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>Stage 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NLI</td>
</tr>
<tr>
<td>Topic</td>
<td>6</td>
</tr>
<tr>
<td>Domain</td>
<td>18</td>
</tr>
<tr>
<td>Aspect</td>
<td>5</td>
</tr>
<tr>
<td>Length</td>
<td>13</td>
</tr>
<tr>
<td>Misc.</td>
<td>8</td>
</tr>
</tbody>
</table>

where \(e_a, e_{a'}\) are embeddings\(^2\) of the aspect \(a\). Intuitively, distant aspects from any aspects in training domains \(D_{\text{train}}\) is harder to adapt due to the lack of exposure to the model at training time. We then bucket the nonzero distance scores further into quartiles and calculate the average ROUGE-1 differences between NLI and other baselines in each bucket. The result is shown in Fig. 4.6.

NLI’s advantage is most visible on seen aspects (leftmost in Fig. 4.6) thanks to observing the same aspect (with different domains) at training time. For unseen aspects, we observe a weak trend of decreasing NLI performance as they become more distant, which is overtaken by LEAD and PacSum.

4.6.4 Qualitative Analysis

While we found that the stage 2 models perform similar in terms of ROUGE, we also observed that the summaries are not necessarily similar. To gain an insight on the characteristics and influence of stage 1 on the final summaries, we conduct an error analysis by classifying poor summaries into the following error types:

- **Topic**: discusses the right domain and aspect as specified, but deviates from the main topic.
- **Domain**: discusses the right aspect but does not generate target domain content.
- **Aspect**: content lies in the right domain but does not discuss the target aspect.
- **Length**: discusses the right topic, domain, and aspect, but has a large gap in summary length (short or long).
- **Miscellaneous**: None of above.

We took 50 summaries from two model variants each (NLI-PROMPT and PacSum-PROMPT) that

\(^2\)The sum of GloVe (Pennington et al., 2014) embeddings is used to compute the representation of an aspect.
Table 4.5: Example errors, with underlines specifying the error locations. For the aspect error, the summary discusses about behavior when the target aspect is the diet.

performed below average and annotated according to the error types above. Tab. 4.4 shows the results.

We observe notable differences in error types between the two models. Using NLI for stage 1 results in more domain errors compared aspect errors; with the ability to filter irrelevant and extract aspect-relevant content, the model can focus more on the right aspect and therefore is more accurate on the aspect. While beneficial for aspects, the large portion of domain errors suggest that the model is over-generalizing domains due to the presence of aspects. Specifically, the model might be associating certain training domains to aspects more strongly, which results in coupling certain aspects to familiar training domain contents.

PacSum, on the other hand, exhibited the opposite trend. The aspect-insensitive first stage ends up with more noise included as the output of stage 1, but it prevented the model from remembering the patterns (e.g. “description” is associated to “Plant” because they often appear).

Both models suffer from generating the right lengths, as each aspect has different tendency in summary lengths. While we could estimate for aspects available for training time, it is generally unpredictable on test domains. Once the target lengths are set, we could employ methods to control the lengths such as (Kikuchi et al., 2016), which we leave for future work. We show primary error type examples (topic, domain, aspect) in Tab. 4.5.
4.7 Related Work

**Multi-domain Summarization**  Most studies on neural text summarization experiment their models on multiple datasets from different domains *individually*, such as news (Nallapati et al., 2016), scientific documents (Cohan et al., 2018), patents (Sharma et al., 2019), or Wikipedia (Liu et al., 2018a). Wang et al. (2019) proposed learning techniques that leverage multi-domain instances from multiple news datasets.

**Toward Few- or Zero-shot Summarization**  However, there has been less focus on learning models across domains. The most similar work to our work is Fabbri et al. (2020), where the authors transferred summarization models in a zero-shot manner by fine-tuning on Wikipedia texts that share a similar data bias to the target domains. Hua and Wang (2017) studied domain adaptation between news and opinion subset of NYT corpus (Sandhaus, 2008). Low-resource training or domain adaptation for summarization was tackled by leveraging templates (Magoon and Litman, 2020), span-based plausibility and salience modeling (Desai et al., 2020), or pre-trained language models (Yu et al., 2021). Compared to the studies above, our work studies transferring aspects in addition to transferring domains.

**Unsupervised Abstractive Summarization**  In addition to extractive approaches, a growing number of works on unsupervised abstractive summarization has been proposed (Amplayo et al., 2021; Chu and Liu, 2019; Yang et al., 2020). At the sentence level, previous approaches employed autoencoders (Miao and Blunsom, 2016; Schumann, 2018) or language models Zhou and Rush (2019) to compress sentences in an unsupervised fashion. In theory these are applicable in zero-shot scenarios, the main focus for this line of work is to learn a summarization model without gold-standard summaries, rather than the application on new domains.

4.8 Implications and Future Work

Based on these results, we see that with prompting, one can transfer an aspect-based summarization model to an unseen domain and aspects to a reasonable extent. Despite this, the overall performance is far from the supervised setting and the error cases analyzed above suggest that there is a room for improvement with respect to several aspects. First, since our model does not share knowledge between two stages, the first stage cannot receive the gradient from the decoding results at the end. This may lead to suboptimal performance, which could potentially
be avoided via a unified framework that shares the parameters. Second, we observed that in some cases prompt-based control was not sufficient to ensure that the target aspect was appropriately reflected in the output. Other training objectives that more explicitly encourage the model to generate text following the target aspect may help alleviate this problem. In addition, the model could further benefit from (1) better prompt design that maximizes the utility of pre-training task, or (2) modeling aspect relationships in a way that helps encourage or suppress the co-occurrence of certain aspect pairs.
Chapter 5

Language Generation with Structured Aspects

In the previous chapters, we have explored aspects as individual labels to guide summarization. In other words, there was no consideration on what other aspects of interest exist for a given source text. This lack of consideration is problematic for real-life use cases where users may have multiple different interests on the same source text. In fact, it is necessary and beneficial to incorporate relationships between aspects for better aspect-based generation. For example, knowing what aspects have been discussed prior to generating for the target aspect helps model produce summaries that are syntactically (e.g. pronoun usage) and semantically (e.g. content determination) more appropriate. To this end, we explore incorporating structures in aspects and aim to improve aspect-based generation by leveraging them.

The content in this chapter is written in:


5.1 Overview

While aspect-based summarization is useful when the user interest is limited to a single aspect, users may often be interested in multiple aspects. In this context, a summarization model would need to generate multiple aspect-based summaries that serve as a whole, which introduces new challenges to the summarization task, such as organization, content overlap, and so on. We call this task structured aspect-based summarization, a variant of aspect-based summarization
where the model takes structurally organized aspects as input.

One instance of texts with structured aspects is scientific documents, where authors separate content in different parts in specific structures. For example, this chapter uses chapters, sections, sub-sections, and paragraphs to express different granularities and groups of content in a hierarchy. In the scientific document domain, previous works investigated different forms of summaries such as the abstract (Cohan et al., 2018), one-line summary (Cachola et al., 2020), or related work (Lu et al., 2020), while considering structures of the input (Cohan et al., 2018). However, there has been less attention on generating structured outputs, primarily due to the lack of suitable data. Perhaps the most similar idea is argumentative zoning (Teufel and Moens, 2002) which is the task to classify sentences in the abstract with key discourse structures employed in scientific documents (e.g. introduction, method, conclusion). Using zoning as features, previous work developed scientific document summarization systems to improve summary quality (Contractor et al., 2012).

To address the lack of resources and models for structured aspect-based generation, in this work, we reformulate the process of writing survey articles for a scientific discipline into a structured summarization task. Survey articles generally summarize the state of the research topic in a organized manner through a novel perspective, which can serve as an educational material for researchers unfamiliar with the research topic. Most importantly, a good survey provides comprehensive categorizations of the research topic into subtopic structures, in which relevant works are discussed. Previously, Jha et al. (2015a) had formulated survey generation as multi-document text summarization of reference articles, which aimed to generate a single content-guided summary. Extending this, we aim to generate the full survey article with...
reference articles and structured aspects. We illustrate the task in Figure 5.1.

With the goal of leveraging structured aspects for summarization, we formulate the generation of scientific survey articles as a structured aspect-based summarization task and develop a new dataset. We then propose a framework for structured aspect-based summarization and extend state-of-the-art summarization models to accommodate such information via structured prompts. Experiments show that structured aspects help achieve not only better summary quality for individual aspects but also better controllability. Analyses on the outputs also reveal that the proposed framework especially improves models on article-specific aspects (i.e., aspects unique to each article).

5.2 Survey as Aspect-based Summaries

To establish our task, we first define aspect-based summarization as survey generation as follows. Let a survey article \( D \) be the sequence of \( N \) section blocks, each of which consists of a section title \( a \) and section content \( y \): \( D = \{a_i, y_i\}_{i=1}^N \). Given a survey topic, section titles organize the topic content from different perspectives, hence they can be considered aspects. Each survey article includes a bibliography that compiles a set of \( M \) reference articles \( R = \{R^1, R^2, \ldots R^M\} \), which discuss the original content that the survey article cites and aggregates with respect to different aspects. Thus, we formulate the task of survey generation as aspect-based summarization: generate \( y \) given \( R \) with the guidance of \( a \).

5.3 Dataset

Existing scientific document summarization datasets provide individual articles, which are then used to train a model that summarizes an article into an abstract (Cohan et al., 2018). For survey generation tasks, however, they are not directly applicable for two reasons: (1) bibliography information is not present for each paper and (2) there is no annotation as to which paper is a survey. To mitigate these issues, we construct a new dataset derived from S2ORC (Lo et al., 2020), a large-scale multi-domain scientific document dataset with rich metadata such as citation information and bibliography. Even though survey articles exist in many domains, every domain and journal likely differ in the style of the surveys. To simplify the task, we focus on computer science literature in this work. We outline the dataset construction process below.
5.3.1 Survey Article Collection

While S2ORC comes with metadata, it still does not provide the annotation about whether or not an article is a survey. To overcome the lack of such annotation, we apply a simple keyword-based filter to collect survey articles. We first conducted a preliminary study to determine keywords that are indicative of survey articles by measuring the coverage on a curated list of survey articles (Wang et al., 2021) after applying the filter. As a result, we found that having “survey” or “overview” in article titles is indicative regardless of research areas in Computer Science. Using this keyword-based rule, an initial set of 9025 articles were collected from Computer Science articles with PDF parses in S2ORC. However, this simple rule inevitably collects noisy entries due to its simplicity, for example “survey methods” and “aerial surveys” terms that are used with a different meanings. To improve the precision of collected articles, we further investigated noise patterns and applied a grammar-based filtering on the set of articles, obtaining the final set of 4553 articles. We examined 100 random samples from these articles and verified that no non-survey articles were found.

5.3.2 Dataset Construction

Given the set of survey articles, we define each of the key variables as follows.

**Input references** \( R \)  A natural resource to serve as the source for survey articles is the set of references cited by the surveys. For a given set of references, Jha et al. (2015a) defined the input to the survey generation task as articles that cite the references, with each article being represented by its introduction. While this approach provides other researchers' perspectives on the set of references, we observed that directly using the references lead to significantly better performance.\(^2\) Thus in this work, we define the inputs as the references cited by the survey articles.

**Survey aspect and summary** \( a, y \)  A survey article usually consists of multiple sections, each of which organizes subtopics. Based on the assumption that section titles can hint at such subtopics, we split each survey article into sections and treat section titles as the aspects, section

---

\(^1\)For each candidate title that includes the aforementioned keywords, we only keep those whose the matched keyword is the root of a noun phrase. If the noun phrase is multi-word, we additionally filter those that do not include the allowed terms: “a, an, research, literature, comprehensive” to improve the precision.

\(^2\)ROUGE-1/2 differences: 3.4/1.0.
text as the aspect-based summary. Specifically, we rely on PDF parses from S2ORC, which split body of the articles into sections. Extracted aspects form a sequence in each survey article.

When human researchers write papers, they normally structure in a way such that the paper includes hierarchical section structures (e.g., section and sub-section). While PDF parses provide a scalable solution to obtaining the aspects, one drawback of using PDF parses is the inability to capture such complex aspect structures. For example, nested aspects (e.g., “2.” and “2.1.”) are returned as a flattened sequence. We also attempted to reconstruct structures from the sequence of aspects using textual clues like numbering, but observed that less than a third of the articles preserved such information. We leave the reconstruction of complete structures as future work.³

After removing pairs with low lexical overlap and non-text aspects with simple rules⁴, survey articles are split into train, valid, and test splits. Table 5.1 shows statistics of the resulting dataset along with related aspect-based summarization datasets. Note that the number of samples represent the total number of pairs of aspect and aspect-based summaries, which is much larger than the total number of articles.

### 5.3.3 Data Analysis

We analyze the constructed dataset below and highlight its characteristics in comparison to the other relevant datasets.

**Dataset Bias**  We first compare commonly used dataset statistics for our dataset against statistics from other datasets. Specifically, we compare against two multi-document summarization

---
³The updated GROBID parser for scientific articles now support the extraction of section numberings as of 8/16/2021. However, the latest S2ORC release (20200705v1) that we use does not include them yet.
⁴Non-text aspects include numbers (e.g., “1.”), symbols, or empty strings. They consist of 1.2% of the extracted pairs.
datasets: CNN/DailyMail (Nallapati et al., 2016), Multi-News (Fabbri et al., 2019) and Multi-XScience (Lu et al., 2020). Following (Chen et al., 2020), coverage, copy length, novelty (bigram), repetition (trigram), and sentence fusion scores are calculated. Note that these metrics can be influenced by source and summary text lengths. We refer the readers to (Chen et al., 2020) for the formal definition of individual metrics. Figure 5.2 shows the measures for four datasets. We first observe distinctive differences between news and scientific document domains. Specifically, Multi-XScience and Survey have less coverage: less copyable segments in the summaries, which is expected because related work and survey content are usually paraphrased in other words. Another characteristic is high novelty in both Multi-XScience and Survey, which indicates abstractiveness of the task. While similar in many measures, the key difference between Multi-XScience and Survey is repetition, which is the percentage of repeated trigrams in summaries. Interestingly, Survey has more than double the repetition compared to Multi-XScience. We suspect this is because related work texts (Multi-XScience) tend to be brief on each work, while Survey may discuss the same topic consistently over many sentences.

**Novelty** In this part, we particularly spotlight novelty, which exhibited a unique trend compared to other datasets. We plot the novel n-gram percentage up to $n = 4$ in Figure 5.3. Unlike other datasets, novel unigram percentage is as low as CNN/DailyMail (Nallapati et al., 2016), while higher-order novel n-gram percentages approach abstractive datasets such as Xsum (Narayan et al., 2018). This suggests that our task can benefit from both extractive and abstractive approaches.

**General and Specific Aspects** While no survey article authors follow the identical structure, there are similarities in how aspects are defined. To gain more insight, we define *general* and *specific* aspects, depending on if the aspect appears across survey articles or unique to a single article, respectively. For example, general aspects include common terms or sections such
Figure 5.3: Novel n-gram percentage for different datasets. Our proposed dataset has a unique tendency of lower novel unigrams, but high novelty in higher-order ngrams.

Figure 5.4: Sorted frequency distribution of top 5,000 aspects.

as “Introduction”, “Discussion” or “Conclusion”, while specific aspects include “Monte Carlo Simulation”, “What is NER?”, etc. Since there is no repetition in aspects within a single article, general and specific aspects can also be identified by the frequency of aspects. We visualize this by plotting the frequencies of the top 5,000 most common aspects out of 36288 unique aspects from the training set in Figure 5.4. The frequency distribution is highly skewed and long-tailed, with 81% of aspect types being specific, i.e. frequency count is 1. To perform reasonably well in this dataset, models have to (1) pick up patterns in the summaries for general aspects, as well as (2) adapt the summaries to specific aspects.
Figure 5.5: BART-SA encodes concatenated aspect and source, while GSum-SA encodes them separately as a multi-source input to the decoder.

5.4 Structured Aspect Model

Aspect-based summarization models normally only consider the target aspect when summarizing the aspect. As we analyzed in the previous section, however, aspects in survey articles are organized and structured in a meaningful manner by the authors. For example, sequential organization of aspects likely include content dependencies over the article. Thus, knowing the aspects besides the target aspects within the structure may provide clues to further guide the generated texts.

To leverage such structural information for generation, we propose to encode them as structured prompts to contextualize the target aspect with respect to the structure. Let $A$ be structured aspects (SA) defined as $A = f \left( \{a_i\}_{i=1}^{N} \right)$, where $f$ is a function that composes a structure around aspects for a single survey article, such as a tree or a sequence. Summarizing source reference articles $R$ according to a target aspect $a$ would then be:

$$\langle R, \text{prompt}(A, a) \rangle \rightarrow y,$$  \hspace{1cm} (5.1)

where the function $\text{prompt}(A, a)$ takes the structured aspects and the target aspect as input and returns a textual prompt. For example, a prompt function for a tree-structured prompt from 5.1 and the target aspect $a_3$ may parse the tree in a breadth-first manner and represent as a string:

$$\text{prompt}(A, a_3) = a_1 [ \text{SEP} ] a_4 [ \text{SEP} ] a_2 [ \text{SEP} ] a_3,$$  \hspace{1cm} (5.2)

or a simple unstructured prompt function may convert to a string with the target aspect only “$a_3:$”. Specifically, we instantiate the prompt function as a simple concatenation with separators and $A$ as $K (= 5)$ preceding aspects in this work.

We apply this framework to two abstractive summarization models, BART (Lewis et al.,
2020) and GSum (Dou et al., 2021) to examine suitable modeling methods for structured aspects. The key difference between the two lies in how prompts interact with the source text. For BART, we prepend the prompt to the source which allows for interaction across the prompt and the source text during encoding. GSum takes the prompt as the guidance that is separately encoded, and is attended to by the decoder separately. Figure 5.5 illustrates the incorporation of the prompt by the two models. We denote the models with structured aspects as BART-SA, GSum-SA, respectively.

5.5 Experiments

5.5.1 Data Setup

A model would ideally take into account full texts from the set of reference articles to generate summaries. However, incorporating all information in the reference articles is challenging due to each article having a large number of words, not to mention the fact that survey articles tend to cite more articles than a regular research paper. In this context, previous work in scientific text generation adopted different parts of articles depending on tasks: Jha et al. (2015a) used introduction for survey generation, while Cachola et al. (2020) used abstract, introduction and conclusion for extreme summarization. Moreover, one could also select relevant parts of articles with respect to the target aspects. Despite all possibilities, we found that simply using abstracts is sufficient and concise, achieving the highest validation ROUGE scores in our preliminary experiments. Therefore, we extract abstracts from the reference articles to approximate the full article texts in this paper.

5.5.2 Evaluation

To evaluate the overall similarity of individual aspect-based summaries to gold-standard counterparts, we use the standard n-gram overlap based methods of ROUGE-1, 2, and L (Lin, 2004). However, per-summary evaluation do not fully reflect model quality in terms of responsiveness to the input aspect at article-level. Specifically, given multiple aspects on a single survey article, an ideal model is expected to generate an aspect-based summary that is the most similar to the gold standard summary for that aspect, making it more “responsive” to the input aspect. To quantify the responsiveness, we first obtain similarity scores calculated between a

\(^5\)ROUGE-2 is employed in this work.
particular aspect-based summary $s_i$ and all the gold-standard summaries in the target survey article: $\text{sim}(s_i, y_1), \text{sim}(s_i, y_2), \ldots, \text{sim}(s_i, y_k)$. These scores are then ranked in descending order. Using these ranks, we calculate and report Mean Reciprocal Rank (MRR; Voorhees, 2001)$^6$ by aggregating reciprocal ranks over all the summaries.

$$\frac{1}{N} \sum_i \frac{1}{\text{rank}(\text{sim}(s_i, y_i))}, \quad (5.3)$$

where $\text{rank}(\text{sim}(s_i, y_i))$ returns the rank of the score among other scores calculated by comparing $s_i$ to other gold-standard summaries. MRR is the highest when each generated summary is the most similar to the corresponding gold-standard summary. On the contrary, the score gets lower when a generated summary is more similar to gold-standard summaries for other aspects, which indicates poorer focus on the specified aspect. Thus, MRR considers the article-level summary quality with respect to how generated summaries correctly respond to the specified aspects.

### 5.5.3 Baselines

Previous approaches for summarization according to specified aspects include the use of aspect-augmented encoders (Frermann and Klementiev, 2019) or aspects as part of input prompts (Keskar et al., 2019). We compare summarization models from different categories.

**Unsupervised** A simple but effective heuristic method that exploits the lead bias is the Lead method, which simply regards the first K sentences of source texts as the summary. While the lead bias is most conspicuous in the news domain (Kryscinski et al., 2019), this method works reasonably well in previous works (Dou et al., 2021). To accommodate multi-document inputs, we take K sentences from each source article and concatenate them together to form a summary. Sentences that cause the summary to exceed the maximum summary length are discarded. Additionally, we also experiment with TextRank (Mihalcea and Tarau, 2004), a standard unsupervised extractive approach for summarization. Each sentence from multiple source articles is provided to the model, which gets ranked according to sentence importance scores calculated with a graph-based algorithm. An advantage of these methods is the ability to process long inputs without a computational bottleneck. On the other hand, both methods are unaware of the target aspects and generate only a single summary for each input.

---

$^6$The value ranges $[0, 1]$, where 1 is the perfect situation.
<table>
<thead>
<tr>
<th>Method</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle</td>
<td>39.85</td>
<td>8.94</td>
<td>36.24</td>
<td>0.625</td>
</tr>
<tr>
<td>Lead-5</td>
<td>30.50</td>
<td>5.26</td>
<td>28.59</td>
<td>0.212</td>
</tr>
<tr>
<td>TextRank</td>
<td>31.29</td>
<td>5.90</td>
<td>26.59</td>
<td>0.212</td>
</tr>
<tr>
<td>BertExt</td>
<td>32.26</td>
<td>6.02</td>
<td>30.14</td>
<td>0.258</td>
</tr>
<tr>
<td>GSum-SA</td>
<td>31.37</td>
<td>7.61</td>
<td>29.77</td>
<td>0.308</td>
</tr>
<tr>
<td>BART-SA</td>
<td>32.49</td>
<td>8.13</td>
<td>30.77</td>
<td>0.377</td>
</tr>
</tbody>
</table>

Table 5.2: Experimental results.

**Supervised** Unlike the unsupervised methods, state-of-the-art (extractive and abstractive) summarization models rely on encoding the source texts using pre-trained language models, which are less capable of handling long inputs. We mitigate this length bottleneck by heuristically compressing the input articles into shorter lengths. Specifically for each pair, articles are ranked according to TF-IDF between the target aspect and the articles, and top-10 of them are concatenated together.\(^7\)

For comparison with the two aforementioned models (**BART-SA**, **GSum-SA**), we include **BertExt** (Liu and Lapata, 2019b), a supervised extractive summarization model. For the abstractive models, we noticed that decoding often suffers from endless generating citations or references (**e.g.** “[1], [2], ...”). We introduce a post-processing step that truncates such citations and references made in the summaries.

### 5.5.4 Results

We show the summarization results in Table 5.2, as well as the extractive oracle. Having seen all the reference documents, light-weight methods such as **Lead** or **TextRank** performed competitively in terms of R-1, which reflects the low number of novel *unigram* (Figure 5.3) in the uncompressed inputs in the dataset. At the same time, higher order ROUGE scores and R-L are significantly worse as expected from the higher novel n-gram percentages for higher-orders of n.

Comparing the supervised models, **BertExt** achieved as good R-1 and R-L scores as abstractive models while suffering in R-2. Among abstractive models, we observed that **BART-SA** outperformed **GSum-SA** by a large margin, both in terms of ROUGE and MRR. We suspect that

\(^7\) Each article text is equally truncated to leading sentences so that the concatenated text fits into the length budget, which is 1024 subword tokens.
Figure 5.6: ROUGE-1 Comparison of supervised models according to Aspect Frequency. Specific aspect refers to aspects that appear uniquely in one survey article, while general aspects refer to aspects that appear across articles.

our task specifically benefits from aspect-source interaction much more than other guided summarization tasks tackled by Dou et al. (2021) with GSum, due to the necessity to semantically compare aspects and source texts for determining the right content to attend to and generate.

5.6 Discussion

We analyze the experimental results in depth below.

5.6.1 Relationship between Aspect Frequency and ROUGE

Aspects in the proposed dataset form a skewed frequency distribution, which means the models are exposed to them likewise. At the same time, frequent aspects tend to be general, while long-tail aspects tend to be more specific. To understand the influence of these aspect characteristics, we evaluate samples based on the two aspect groups defined earlier: general and specific. ROUGE-1 for the two groups by BertExt, BART-SA, and GSum-SA are plotted in Figure 5.6. We observe a global trend that all the abstractive models perform better with specific aspects, which may be counter-intuitive because of the rarity of these aspects. We suspect that this tendency is more due to the specificity of the aspect rather than the frequency; the more informative an aspect is the more accurate models can focus and summarize.
5.6.2 Human Evaluation

Automatic measures like ROUGE or MRR can only reveal surface-level qualities. To gain more insights on model differences, we conducted a human evaluation on three models (BertExt, BART-SA, GSum-SA) according to the four criteria below:

- **Coherence**: Does the text discuss the same content as before? (-1: Not coherent, 1: Coherent)
- **Fluency**: Is the text grammatically sound? (-1: Not fluent, 0: Somewhat fluent, 1: Fluent)
- **Aspect Relevance**: Is the text about the aspect? (-1: Not relevant, 0: Unsure, 1: Relevant)
- **Factuality**: Is the text factually correct? (-1: Not factual, 0: Unsure, 1: Factual)

Every criterion is assessed at sentence-level and then aggregated to represent at summary-level, which allows for more fine-grained analysis on the criteria. Normally, factuality of a summary is evaluated with respect to the source text, focusing on whether the content in the summary aligns with the source text (Kryscinski et al., 2020; Pagnoni et al., 2021). However, we found it difficult to ground each summary sentence to the source text for two reasons besides the difficulty in assessing factuality: (1) it is unreasonably costly to verify the factuality against the multi-document inputs consisting of large source texts, and (2) identifying the evidence from the source texts is challenging due to highly abstractive of survey texts. To tackle the annotation more reliably, we annotate the factuality of each sentence with respect to annotators’ knowledge about the area. We note that this approach is only a step toward more accurate factuality annotation; it is still far from ideal in that the annotation quality highly depends on each annotator’s knowledge-level.

Annotation data is selected by sampling 20 aspect-based summaries from NLP domain instances in the test set. Each aspect-based summary is split into sentences, which results in 440.3 sentences on average across models.

We show the aggregated human annotation results in Table 5.3. All the models returned fluent sentences, achieving high fluency scores. With respect to coherence, BertExt was expectedly lower than the other two due to the lack of connections between sentences caused by the extractive approach. In terms of the aspect relevance, we found that BART-SA is significantly more responsive to the specified aspect than GSum-SA. Despite being the best, aspect relevance of BART-SA is still far from ideal and further model improvement on enforcing generation of relevant content is necessary.

---

8Before annotation, we ensure that automatic evaluation measures for these 20 samples do not deviate from the full evaluation results in Table 5.2.
Factuality scores are low on all models, partially due to many sentences being unverifiable. For example, reported results, referencing the article sections, or discussions based on the results were annotated as “unsure”. We observed that GSum-SA particularly had the tendency of generating summaries that have a similar style of writing to the source reference articles (which are not surveys).

### 5.6.3 Are structured aspects helpful?

To justify the utility of structured aspects, we compare the proposed models with single aspect variants, i.e. prompts only contain the target aspect. The evaluation results are shown in Table 5.4, where models with -A indicate the single aspect variants. We additionally report the results from BART, a baseline that does not take into account prompts. We observe that MRR, which is designed to capture the responsiveness of summaries to the specified aspects, captures differences between models more sensitively than ROUGE. Specifically, we observe a consistent trend that incorporating the structured aspects help the model generate an aspect-sensitive summary that is more disentangled from other summaries.

### 5.6.4 Qualitative Evaluation

We demonstrate the tendency and the performance of the models through metrics in Table 5.5, which is from a referring expression generation survey literature. Comparing the model outputs...
BART-SA: of NLP research is based on the strong assumption that the objects in a scene can be identified through a set of commonly agreed properties. This is a strong assumption, since in reality objects may be perceived differently among people, due to a number of factors including vagueness, knowledge discrepancy, and limited perception capabilities. Taking these discrepancies into account, several researchers reinterpreted concepts of algorithms generating referring expressions in view of uncertainties about the appearance of objects (Dale and Dale 1989; Linell 1998). Another important aspect of this approach is that it allows for the possibility of incremental changes in the set of objects […]

GSum-SA: In this section, we present a number of techniques that have been used for the generation of referring expressions in the context of a visual context. These techniques can be broadly classified into two categories: (i) techniques that rely on a priori knowledge of the context, and (ii) those that do not. The first category of techniques is based on the assumption that the context is known in advance, that is, it is pre-defined in advance. The second category, on the other hand, relies on the fact that a context can be inferred from the context itself. […]

BERTExt: It addresses the issue of combinatorial explosion inherent in the construction of relational context models by: (a) contextually defining the set of objects in the context that may function as a landmark, and (b) sequencing the order in which spatial relations are considered using a cognitively motivated hierarchy of relations. Algorithms for generating referring expressions typically assume that an object in a scenario can be identified through a set of commonly agreed properties. This is a strong assumption, since in reality properties of objects may be perceived differently among people, due to a number of factors including vagueness, knowledge discrepancies, and limited […]

Gold: So far we have assumed that properties have a crisply defined meaning that is fixed, regardless of the context in which they are used. But many properties fail to fit this mold. Consider the properties young and old, for example. In Figure 1, it is the leftmost male who looks the older of the two. But if we add an old-age pensioner to the scene then suddenly he is the most obvious target of expressions like 'the older man' or 'the old man.' Whether a man counts as old or not, in other words, depends on what other people he is compared to: being old is a context-dependent property. […]

Table 5.5: Generated examples from three supervised models on the aspect: Context Dependency, Vagueness, and Gradability, as well as the gold-standard summary.

with the gold-standard summary, we observe that all of them discuss the specified aspect to a different extent: BART-SA and BertExt are specific and GSum-SA states more regarding the paper organization. However, we see that no summaries are semantically identical to the gold-standard summary. On many occasions when the gold-standard summary is not short, we observed the tendency where the models generate summaries in their own expressions and style. Expectedly, sentences from BertExt are more disconnected than the other two due to its extractive nature.

5.7 Related Work

Automatic survey generation has previously been tackled at the scale of paragraphs (Huang, 2020; Jha et al., 2013, 2015a,b,c; Mohammad et al., 2009; Qazvinian et al., 2013; Xu et al., 2019). Considerations regarding content modeling for better coherence were studied using HMMs (Jha et al., 2015a) or topic models (He et al., 2016). Using key phrase detection, Yang et al. (2017) mined important aspects from citation sentences and employed integer linear programming to select relevant sentences as summaries.

Despite recent progress in neural abstractive summarization, there is little research on using abstractive models for survey generation and most work has been on simpler problem formulation: summarizing a single scientific article into an abstract. Since the introduction of large-
scale scientific article summarization (Cohan et al., 2018), a number of summarization models improved the state-of-the-art performances (Lewis et al., 2020; Zhang et al., 2019b; Zhong et al., 2020). Going beyond summarizing articles with only the article content, the use of citations was considered in citation-based summarization (Abu-Jbara and Radev, 2011; Chandrasekaran et al., 2019; Cohan and Goharian, 2017; Parveen et al., 2016; Qazvinian and Radev, 2008; Yasunaga et al., 2019) Scientific documents allow for not only the aforementioned summarization tasks but other generation tasks. Cachola et al. (2020) leveraged author-written short summaries of articles as the target and proposed extreme summarization of scientific articles. Related work sections present similar information to survey articles, while focusing more on the content directly relevant to the target article (Hoang and Kan, 2010; Hu and Wan, 2014; Lu et al., 2020). Luu et al. (2021); Xing et al. (2020) studied generation of citation texts by incorporating document context and relationships between articles, respectively.

5.8  Implications and Future Work

In this work, we investigated structured aspect-based summarization, an aspect-based summarization task where the target aspects form a structure. Our data construction resulted in extracting only sequential aspect relationships in scientific documents, which do not accurately model the survey article texts. In particular, article data extraction must preserve hierarchical aspect structures. Given more complex structures such as trees or more generally graphs, more questions on how to efficiently incorporate them emerge. Methods that can leverage structure information, such as deciding the scope of context should be investigated.
Chapter 6
Learning to Generate from Fine-Grained Aspects

In this chapter, we study aspect-based NLG over fine-grained aspects regarding a topic, specifically focusing on the language modeling of Wikipedia texts conditioned on knowledge bases. Depending on different levels of specificity, different granularities of aspects can be considered in natural language. For example, restaurant owners who are interested in obtaining high ratings in review websites would primarily look for positive and negative aspects of different reviews. In the mean time, other owners who would want to further understand customers’ reviews more specifically would look for the taste of one dish, presentation of another dish, and so on. Encyclopedic texts are in the latter category where highly specific texts are necessary; NLG systems should handle fine-grained aspects without missing or hallucinating the content. However, neural NLG models that generate the right content under the right aspects have been understudied. Therefore in this chapter, we propose Latent Relation Language Models (LRLMs), a variety of conditional language model capable of achieving the both control. In this chapter, we employ the local knowledge bases from Wikidata for the target entities as the conditional signal to language modeling on Wikipedia text about the entity, and relations or attributes outgoing from the entities are considered aspects (e.g. Barack Obama has an aspect occupation). Our model provides two predictors for generation: token-based and relation-based (aspect-based). By using both predictors over the texts and representing the probabilities, the model learns to switch predictors when the generation from aspects are appropriate or not. With this integration of aspect-based generation mechanism from knowledge bases, we not only outperform the previous results on the same task, but demonstrate less hallucination of aspect-related entities with our model.
The content in this chapter have been reported in the following work:

6.1 Overview

Language models (LMs) calculate the probability $P(X)$ of textual data $X$, and are a core model class of interest to NLP. LMs are used as testbeds for evaluation of generative models of text, and have applications such as rescoring of upstream language generation inputs (Sundermeyer et al., 2012), grammatical error correction (Felice et al., 2014), or pre-training of sentence representations (Peters et al., 2018). Neural networks are used to model this probability in state-of-the-art LMs (Bengio et al., 2003; Merity et al., 2017b; Mikolov et al., 2010).

Textual data $X$ comprise a wide variety of words to be modeled, from closed-class function words, to common nouns or verbs, to named entities and numbers (Zipf, 1949). Notably, words on the rarer end of this spectrum are often more semantically or topically important, as evidenced by the success of heuristics such as TF-IDF (Salton and McGill, 1986), which up-weight words with low frequency. Previous work has noted that while neural LMs greatly outperform alternatives such as $n$-gram models on frequent words, they often under-perform on these rare words due to their limited parameter budget, which puts them at a disadvantage compared to non-parametric models like count-based $n$-grams (Neubig and Dyer, 2016).

Methods to mitigate this bottleneck have been proposed in the context of conditional LMs, which instead model the conditional probability $P(X \mid C)$, where $C$ is some context given to the model. For instance, in sequence transduction tasks, there are mechanisms to copy from the source sequence (Gu et al., 2016) or use word or phrase dictionaries (Arthur et al., 2016) to improve modeling of low-frequency words. Perhaps more interesting from an LM perspective are methods conditioned on information from structured knowledge sources such as knowledge graphs (Ahn et al., 2016; Logan et al., 2019; Parvez et al., 2018), tables (Lebret et al., 2016), or grammars (Konstas and Lapata, 2013). These methods are analogous to human language production, where the underlying knowledge is converted into linguistic realizations.

In this chapter, we propose Latent Relation Language Models (LRLMs), a class of conditional LMs that take relational information between entities in a knowledge graph as context. Specifically, our model is able to generate either words from a fixed word vocabulary, or a span of words defined according to their relations with a topic entity of interest, as shown in Figure 6.1.
The choices of which method of generation to use is defined as a latent variable sequence $Z$. We use Latent Predictor Networks (LPNs; Ling et al. (2016)) to jointly learn $P(X, Z | C)$, thus tractably marginalizing over all the possible spans. Compared to other word-by-word generation methods that condition LMs on knowledge graphs (KGs; Ahn et al. (2016); Wang et al. (2018)), the span-based generation from the KGs alleviates problems of malformed or incomplete mentions. Moreover, the posterior probabilities of $Z$ can be considered as entity links, which are of interest in their own right in the information extraction field (Ceccarelli et al., 2013; Ganea and Hofmann, 2017).

We apply the model on articles from Wikipedia ($X$), with the help of relational information ($C$) such as Wikidata (Vrandečić and Krötzsch, 2014) or Freebase (Bollacker et al., 2008) regarding each article topic. Empirical results on open vocabulary language modeling show that the proposed model outperforms previous approaches on the same task, demonstrating that LRLMs provide an effective way to condition on this context. We also demonstrate the merit of explicitly modeling latent relations by examining the posterior probabilities over the chosen relations $Z$, which are in concert with human intuitions about how relations are being expressed in the text.
6.2 Related Work

A variety of entity-aware LMs exist, conditioning on information sources such as coreference annotations (Ji et al., 2017), entity annotations (Logan et al., 2019), or keywords (Kiddon et al., 2016; Parvez et al., 2018). Among them, NKLM (Ahn et al., 2016) uses relational information and is the most relevant. Our proposed LRLM formulation is more successful at lowering perplexity and allows calculating posterior probabilities of relations.

Incorporating KGs for natural language generation (NLG) has a long history (Chen and Mooney, 2008; Goldberg et al., 1994; Reiter et al., 2005). With the recent advancement of neural sequence modeling, prevalent approaches for language generation from KGs employ sequence-to-sequence models with special attention mechanisms tailored for input structures such as graphs (Wang et al., 2018) or tables (Liu et al., 2018b). Unlike our focus, however, this class of research focuses on learning discriminative models that do not explicitly generate the referent entity as latent variables, like we do in Section 6.

While not directly related to our core task, there have been a number of other methods for incorporating latent variables into NLG problems. Latent structure has included predicting latent sequences of topics (Wiseman et al., 2018), chunking of word sequences into n-grams (Buckman and Neubig, 2018), deciding between input sources (Gu et al., 2016), or generating compressed summary tokens (Miao and Blunsom, 2016). Our model borrows its underlying structure from Ling et al. (2016), who focused on an entirely different task of source code generation. We use a similar method for selecting latent sources for Wikipedia article language modeling with a repository of KG triples.

6.3 Language Modeling Conditioned on Structured Knowledge

In this section, we define the task of open-vocabulary language modeling conditioned on structured data.

6.3.1 Task Definition

Knowledge graphs (KGs) can be represented as a directed labeled graph $G = (V, E)$ consisting of a set of nodes $V = \{v_1, \ldots, v_{|V|}\}$ and a set of relation edges $E = \{e_i: \langle s_i, \omega_i, o_i \rangle \mid s_i, o_i \in V, \, \omega_i \in R\}$.
Figure 6.2: While generating, our model switches between the two sources: “Relation” and “Word”. Circles represent hidden states up to each token, and edges represent possible span matches. Here we show one valid derivation with solid lines, and other options as dashed lines. We also show an “annotation” of the generated tokens by the spans and sources we choose.

Relation $e_i$ contains $s_i, \omega_i,$ and $o_i$ as the subject, relation type, and object. $R$ is the set of all relation types. Each node $v_i \in V$ represents either an entity or an attribute\(^1\), and is associated with a set of surface forms (also called aliases) $A(v_i) = \{a_{i,1}, \ldots, a_{i,|A(v_i)|}\}$ that can be used to refer to $v_i$. For instance in Figure 6.1, the subject “Barack Obama” is connected to both “politician” and “lawyer” with the relation <occupation>, and the object entity “politician” has “political figure” and “polit.” as additional aliases. Notably surface forms of many objects in the KG can be multiple words, and thus it is necessary to have machinery to deal with this fact.

Given this KG, we further define a topic entity $s$ about which we would like to generate a piece of text. Our conditional language modeling problem is then defined as the problem of modeling the conditional probability of text $X$: $P(X | G, s)$. In particular, we consider a subgraph $G' = (V', E')$ of the original KG $G$ by extracting nodes and edges directly related to the topic entity $s$:

\[
V' : \{s\} \cup \{o_i \mid \langle s, *, o_i \rangle \in E\}, \\
E' : \{e_i : \langle s, \omega_i, o_i \rangle \mid \langle s, \omega_i, o_i \rangle \in E \land o_i \in V'\}.
\]

We consider an open-vocabulary setting where all word types within $X$ are incorporated. Perplexity under this setting provides a more realistic measure than under closed-vocabulary setting by taking into account words that rarely or never appear in the training set, which, as previously noted, are particularly important for conveying the main content of the text.

\(^1\)A value specified with a relation from an entity (e.g., dates).
6.3.2 Why Condition on Knowledge Graphs?

KGs provide two important benefits for neural LMs. First, the high coverage of rarer words due to entities being often infrequent addresses lack of textual supervision for predicting these words. More importantly, KGs have the potential to help LMs generate factually consistent text by providing consistent associations between entities. Normal LMs would have to rely on supervision purely from textual data, which may not provide a learning signal strong enough to accurately generate these facts. For instance, results from Radford et al. (2019) show that even with a very large model trained on massive amounts of data, samples can be factually incorrect, although being fluent and coherent.

6.4 Latent Relation Language Models

In this section, we describe our proposed framework of Latent Relation Language Models (LRLMs).

6.4.1 Definition

Knowledge from the KG subgraph $G'$ can be incorporated into generation by copying aliases from related entities into the generated text. For instance in Figure 6.2, to generate Obama’s birth date, the model can of course pick words from its vocabulary. But it is more straightforward to copy from the $<\text{birth date}>$ relation of the topic entity “Barack Obama”, which gives the correct birth date.

However, it is insufficient to model probabilities for such choices conditioning only on $G'$ and $s$, because it is unknown to us which text spans are matched to which relations. Naïve solutions like simple text matching algorithms would yield many false positives. For example, “New York City” has an alias “New York”, which matches “New York” (state) and parts of “New York City Council”.

To circumvent this lack of relation annotation, we treat relations corresponding to such text spans as latent variables. Formally, let $X = \{x_i\}_{i=1}^N$ be the sequence of $N$ tokens, and $Z = \{ (\sigma_t, \pi_t, \rho_t) \}_{t=1}^T$ a sequence of latent variable triplets describing text span matches:

- The span variable $\sigma_t := (\ell_t, r_t)$ specifies a token subsequence $x_{\sigma_t} = \{ x_i \}_{i=\ell_t}^{r_t}$.
- The source variable $\pi_t \in \{ \text{rel, word} \}$ denotes the generation source of the span $x_{\sigma_t}$.
- The relation variable $\rho_t := (e_t, a_t)$ describes the matching relation and surface form of the span $x_{\sigma_t}$, and is only used when $\pi_t = \text{rel}$. 
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Algorithm 1 Generative Process of LRLM

Input  previous span $\sigma_{t-1} = (\ell_{t-1}, r_{t-1})$, previously generated tokens $x_{<r_{t-1}}$.
Output  span $\sigma_t = (\ell_t, r_t)$, source $\pi_t$, relation $\rho_t = (e_t, a_t)$, and token subsequence $x_{\sigma_t}$.

1: $\ell_t \leftarrow r_{t-1} + 1$  \hspace{1cm} $\triangleright$ Update the beginning of span. :1
2: $\tilde{\pi}_t \sim P(\pi_t | x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Choose whether to generate a word or relation. :2
3: if $\tilde{\pi}_t = \text{WORD}$ then
   \hspace{1cm} $\triangleright$ Generating a word. :3
4: $P(\sigma_t, x_{\sigma_t}, \rho_t | \pi_t = \text{WORD}, x_{<\ell_t}) := P(x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Simplify the probability. :4
5: $\hat{x}_{\ell_t} \sim P(x_{\ell_t} | x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Choose a word from model vocabulary. :5
6: if $\hat{x}_{\ell_t} = \text{UNK}$ then
   7: $\hat{x}_{\ell_t} \sim P(c_1 \ldots c_{|c|}; \theta_{\text{char}})$  \hspace{1cm} $\triangleright$ Generate a word using a character model. :7
8: else if $\hat{x}_{\ell_t} = \text{EOS}$ then
   9: End generation. :9
10: else if $\tilde{\pi}_t = \text{REL}$ then  \hspace{1cm} $\triangleright$ Generating a relation. :10
11: $P(\sigma_t, x_{\sigma_t}, \rho_t | \pi_t = \text{REL}, x_{<\ell_t}) := P(e_t | x_{<\ell_t})P(a_t | e_t, x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Factor the probability. :11
12: $\hat{e}_t \sim P(e_t | x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Choose a relation. :12
13: $\hat{a}_t \sim P(a_t | \hat{e}_t, x_{<\ell_t})$  \hspace{1cm} $\triangleright$ Choose a surface form from the selected relation. :13
14: $\hat{x}_{\sigma_t} \leftarrow \hat{a}_t$  \hspace{1cm} $\triangleright$ Generate a phrase. :14

For $Z$ to be a valid sequence of latent variables, the following conditions must be satisfied:

- Span variables $\{\sigma_t\}_{t=1}^T$ form a segmentation of $X$, i.e., $\ell_t = r_{t-1} + 1$ for $t = 2, \ldots, T$. This also implies $T \leq N$.
- If $\pi_t = \text{WORD}$, then $\ell_t = r_t$.
- If $\pi_t = \text{REL}$, then $\rho_t = (e_t, a_t)$ where $e_t = (s, \omega_t, o_t)$ should satisfy $e_t \in E', a_t \in A(o_t)$, and $x_{\sigma_t} = a_t$, i.e., $\rho_t$ must correspond to a valid surface form of an object that is related to the topic entity $s$ and matches the text span.

Let $\mathcal{Z}$ be the set of all valid latent variable sequences. We can now model the probability by marginalizing over $\mathcal{Z}$:

$$P(X | G', s) = \sum_{Z \in \mathcal{Z}} P(X, Z | G', s). \quad (6.1)$$

For sake of brevity, unless noted otherwise, we drop $G'$ and $s$ from the conditions in the following sections.
6.4.2 Training

Given the latent variable sequence \( Z \), we follow Ling et al. (2016) in factoring the joint probability:

\[
P(X, Z) = \prod_{t=1}^{T} P(\sigma_t, \pi_t, \rho_t, x_{\sigma_t} | x_{<t})
\]

\[
= \prod_{t=1}^{T} P(\pi_t | x_{<t}) P(\sigma_t, x_{\sigma_t}, \rho_t | \pi_t, x_{<t}),
\]

here \( x_{<i} \) is the sequence of first \( i - 1 \) tokens in \( X \). Figure 6.2 shows an example of generation according to this factorization, and Algorithm 1 precisely defines the process of generating at time step \( t \).

We marginalize over \( Z \) according to Eq 6.1 and optimize for the marginal likelihood. Since the probability at time step \( t \) is independent of previous latent variables, the marginalization is tractable using the forward-backward algorithm (Baum et al., 1970). The forward probability \( \alpha_i \) is defined as the marginal probability of the sequence up to the \( i \)-th token (specifically, \( \alpha_0 = 1 \)), computed as follows:

\[
\alpha_i = \sum_{(\sigma: (\ell, r), \pi, \rho) \in \tau_i} \alpha_{\ell-1} P(\sigma, \pi, \rho, x_{\sigma} | x_{<\ell}),
\]

where \( \tau_i \) is defined as the set of valid latent variable tuples \( \sigma: (\ell, r), \pi, \rho \) such that \( r = i \), i.e., all valid spans ending at the \( i \)-th token. The marginal probability we optimize for is then \( \alpha_N \). The backward probability \( \beta_i \) which is required for gradient computation can be similarly calculated.

6.4.3 Parameterization

We use neural networks to parameterize all probability distributions mentioned above. Decisions for time step \( t \) are based on a \( D \)-dimensional hidden state \( h_{\ell_t} \). This hidden state can be generated by any neural sequence model, and we experiment with multiple models to demonstrate the generality of our approach.
Source Selection

Source selection is done using a simple linear model followed by a softmax function applied to
the latest word-level hidden state $h_\ell_t$:

$$P(\pi_t \mid x_{<\ell_t}) = \text{softmax}(W_\pi h_\ell_t + b_\pi),$$

where $W_\pi \in \mathbb{R}^{2 \times D}$, $b_\pi \in \mathbb{R}^2$ are trainable parameters.

Word Generation

Like conventional word-level neural language models, we have the option to generate the next
token from a fixed vocabulary. This option is used to generate any word that isn’t part of an
object entity participating in a relation. The probability is:

$$P(x_\ell_t \mid x_{<\ell_t}) = \text{softmax}(\text{Linear}_w(h_\ell_t)), $$

where $\text{Linear}(h)$ is a linear transform with a bottleneck of dimension $K$ into a vector over
vocabulary size $L$:

$$\text{Linear}(h) = W_1(W_2 h + b_2) + b_1,$$

where $W_1 \in \mathbb{R}^{L \times K}$, $b_1 \in \mathbb{R}^L$, $W_2 \in \mathbb{R}^{K \times D}$, $b_2 \in \mathbb{R}^D$ are trainable parameters. Empirically
we found this low-rank version to outperform a full linear transform.

Unknown Word Generation

Since our task is language modeling under an open-vocabulary setting, we must be able to
generate words even if they are out of vocabulary. Following Luong and Manning (2016), we
do so by having a character-level LM “spell-out” any unknown words. If the unknown word is
$x = c_1 \ldots c_{|c|}$ with $|c|$ characters:

$$P(x \mid x_{<\ell_t}) = P(<\text{UNK}> \mid x_{<\ell_t})P(c_1 \ldots c_{|c|}; \theta_{\text{char}}),$$

where $\theta_{\text{char}}$ are the parameters of the character LM. We pre-train this model on the set of all
unique words in the training set and fix its parameters while training LRLM.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Doc</th>
<th>Vocab</th>
<th>Rel/Ent</th>
<th>Tok/Doc</th>
<th>Ment/Doc</th>
</tr>
</thead>
<tbody>
<tr>
<td>WikiFacts</td>
<td>7856</td>
<td>40.0k</td>
<td>82.71</td>
<td>157.25</td>
<td>16.04</td>
</tr>
<tr>
<td>WikiText-S</td>
<td>27685</td>
<td>71.1k</td>
<td>11.38</td>
<td>295.75</td>
<td>11.20</td>
</tr>
<tr>
<td>WikiText-F</td>
<td>27685</td>
<td>264k</td>
<td>11.38</td>
<td>3559.91</td>
<td>73.01</td>
</tr>
</tbody>
</table>

Table 6.1: Training set statistics: number of training documents, vocabulary size, relations per head entity, tokens per document, and entity mentions per document.

**Relation Generation**

The goal of relation generation is to find the most suitable span that can be copied into the text. As Line 11 of Algorithm 1 depicts, this is factorized into two steps: relation selection and surface form selection.

- **Relation selection.** We utilize pre-trained KG embeddings from OpenKE \cite{Han2018} for entities and relation types. For a relation $e_i : \langle s, \omega_i, o_i \rangle$, we concatenate KG embeddings for $\omega_i$ and $o_i$ to obtain the relation embedding $e_i$.\footnote{We train embeddings for each relation type not covered by pre-trained embeddings, and an UNK embedding for attributes and entities not covered by pre-trained embeddings.} We then compute the probability of selecting each relation as:

$$P(e_i | x_{\ell_t}) = \text{softmax}(e_i^\top \text{Linear}_o(h_{\ell_t})).$$

- **Surface form selection.** We featurize surface forms via fastText embeddings \cite{Bojanowski2017} pre-trained on the training corpus, and calculate probability of surface form $a_k$ as:

$$P(a_k | e_i, x_{\ell_t}) = \text{softmax}(f_{a_k}^\top (W_a h_{\ell_t} + b_a)),$$

where $f_{a_k}$ is the fastText embedding for $a_k$ and $W_a, b_a$ are trainable parameters.

**6.5 Datasets**

We use two datasets with different characteristics for experiments; statistics are shown in Table 6.1.

\footnote{We train embeddings for each relation type not covered by pre-trained embeddings, and an UNK embedding for attributes and entities not covered by pre-trained embeddings.}
Table 6.2: Perplexity values of different models on open vocabulary language modeling, lower is better. Best results are in bold. Asterisk symbols represent statistical significance according to Wilcoxon signed-rank test (Dror et al., 2018) against the best baseline model, with $p < 0.05$ (*) and $p < 0.01$ (**), respectively.

### 6.5.1 WikiFacts

WikiFacts (Ahn et al., 2016) is a collection of Wikipedia articles restricted to /film/actor domain entities in Freebase (Bollacker et al., 2008).³ Each example consists of the first section of the original article. Since official splits for evaluation are not provided, we follow previous work and performed a random split of 80/10/10%.

This dataset assumes a single alias for each entity (i.e., $\forall o \in V: |\mathcal{A}(o)| = 1$). Hence, the surface form selection module acts as oracle, where it always assigns a probability of 1 to the correct surface form.

### 6.5.2 WikiText

While WikiFacts has been used in previous work on LMs using structured data (Ahn et al., 2016), the domain is limited. To investigate the capability of knowledge-infused LMs in an open-domain setting with a wide variety of relations, we build a large-scale open-domain dataset from the existing WikiText-103 dataset (Merity et al., 2017b) by associating articles with entities in Wikidata (Vrandečić and Krötzsch, 2014). We employ the same data splits from the original dataset. Bridging KGs and the articles from WikiText-103 involves two steps (more details in Appendix A).

- **Constructing subgraphs for articles.** As discussed in Section 2, we take the original KG and extract a relevant subgraph $G'$ for each article. While there are many options on how to extract this subgraph, we choose the subgraph $G'$ consisting of direct neighbors of

---

³The original WikiFacts also includes topic entities from other articles linked to the page to be generated. However, these (gold) entities are inaccessible when actually attempting to generate new articles. We experiment without them, but also report results with them in Appendix C.
the topic entity for each article. This forms a star-shaped subgraph, with the topic entity as the central node, connected by the related entities and attributes. We found on average 11.38 neighbors and 3.1 surface forms for each neighbor.

- **Linking mentions with the KG.** For each object entity in $G'$, we search for occurrences of all surface forms in the article while allowing token overlaps among them. Note that, similarly to distant supervision for relation extraction (Mintz et al., 2009), this string-matching process can produce false positive mentions. We rely on our model’s ability to handle such noisy mentions by learning to assign high probabilities only on the correct mentions.

We name the dataset obtained through this process as WikiText-F (Full). We also create WikiText-S (Short) by only using the first sections of WikiText-F documents.

### 6.6 Experimental Settings

In this section, we explain the evaluation metric, configurations, and baseline models compared against LRLM.

#### 6.6.1 Evaluation Measure

We report token-level perplexity under the open-vocabulary setting. We use pre-trained character-level LMs from Section 3 for each dataset to discount the probability of out-of-vocabulary words based on its spelling.\(^4\) This is done for all tested models, both proposed and baselines.

#### 6.6.2 Model Configuration

For WikiFacts, we use a fixed word vocabulary size of 40,000 following Ahn et al. (2016). For WikiText-derived datasets, we include all words with frequencies no less than 3 in our dataset following Merity et al. (2017b). We use adaptive embeddings (Baevski and Auli, 2019) and adaptive softmax (Grave et al., 2017) to handle large vocabulary.

To calculate the hidden state $h_{x_{c,t}}$, we test two varieties of neural sequence models: standard LSTMs (Hochreiter and Schmidhuber, 1997), and the state-of-the-art Transformer-XL (Dai

\(^4\)This contrasts to UPP (Ueberla, 1994), which adjusts likelihood of OOV words based on a uniform probability equivalent to the size of the vocabulary, which does not actually measure the ability to generate words outside of training data. Results using closed vocabulary setting or UPP can be found in Appendix C and E, respectively.
et al., 2019). We implement all models in PyTorch (Paszke et al., 2017). Training details and hyperparameters are summarized in Appendix B.

### 6.6.3 Baselines

We compare LRLM against three baselines that utilize information from KGs to various degrees.

**Vanilla language model (Vanilla LM)**

This is a standard language model baseline that does not condition on KGs, such as LSTM (Merity et al., 2017a) or Transformer-XL (Dai et al., 2019).

**Alias-prepended language model (Alias LM)**

The same model as above, but prepending to the text the concatenated aliases of all entities in $G'$ which appear in the article.\(^5\) This gives a simple baseline LM conditioned on the KG.

**Neural Knowledge Language Model (NKLM)**

Similarly to LRLM, the Neural Knowledge Language Model (NKLM; Ahn et al. (2016)) also has the ability to copy from a given set of KG triples, but differs from LRLM in several ways:

1. LRLM allows generation of multi-word entities at once, while NKLM predicts one word at a time and the model needs to repeatedly predict the right relation until copying of an object is done.
2. LRLM marginalizes over all derivations of a sequence, which allows processing of overlapped tokens among spans, while NKLM makes all decisions in a hard fashion and cannot handle such overlapped tokens.\(^6\)

The original NKLM does not differentiate between surface forms, so we incorporate the same surface form selection module as LRLM for fair comparison.

\(^5\)This simulates the table-to-text generation setting, where all input entities should be mentioned in the generated sentence.
\(^6\)Due to this limitation, we perform additional data preprocessing on WikiText for NKLM, detailed in Appendix D.
Figure 6.3: Samples from the models for the topic entity "Sonic the Hedgehog (1991 video game)" with the corresponding subgraph on the right. Square brackets denote the relation type of copied objects. Highlighted spans in light green are full mentions, and those in dark red are partial mentions. Underlined tokens are unknown words sampled from the character model.

6.7 Results and Analysis

In this section, we summarize the main results and perform analyses of the learned model.

6.7.1 Main Results

Perplexities over the datasets are shown in Table 6.2. We observe that for both sequence models, LRLM outperforms the baselines on all datasets and improvements are more significant on the stronger sequence model. Particularly on the two WikiText-derived datasets, our model outperformed the simpler Vanilla LM and Alias LM baselines, while NKLM had difficulty utilizing the KGs and in some cases results in worse perplexities than these baselines. Alias LM under-performed Vanilla LM in some cases, demonstrating that this simpler and more indirect method of conditioning on the linearized KG is not sufficient to achieve stable improvements.

6.7.2 Generated Samples

To illustrate behaviors of the learned models, we take the models using Transformer-XL trained on WikiText-S, draw 10 samples while conditioning on \( G' \) and \( s = \text{“Sonic the Hedgehog”} \), and show the sample with lowest perplexity in Figure 6.3. We highlight tokens generated by the
relation predictor and use different colors to represent full and partial mentions. A full mention is an identical copy of an entity surface form, while a partial mention is an incomplete subphrase of an entity surface form. A perfect model should not generate partial mentions as it leads to possibly corrupted phrases, and should generate the same set of full mentions as the gold article.

Although NKLM generates more mentions, it suffers from generating partial mentions because it 1) is unaware of the length of surface forms, and 2) requires making copy decisions as many times as the surface form lengths. As shown in Figure 6.3, we often observe NKLM repeating the same entity, or switching entities halfway through (e.g., “Sega 3”). In contrast, LRLM, by design, only generates full mentions.

We quantitatively show this in Table 6.3 by counting the average number of partial and full mentions in samples. We took 10 samples from 10 random topic entities in the development set, and manually annotated “valid” full mentions, which we deemed as semantically correct based on the sentential context. NKLM generates more invalid mentions than LRLM, most of which are false positives and repetitions of the same mention. LRLM has almost no repetitions, but sometimes incorrectly predicts the “theme” of the topic entity, e.g., generating an article about a TV episode for a topic entity of a song.

### Table 6.3: Average number of partially generated, fully generated, and valid and invalid full mentions over 100 samples from the development set or gold human-generated article.

<table>
<thead>
<tr>
<th></th>
<th>Partial</th>
<th>Full</th>
<th>Valid</th>
<th>Invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>NKLM</td>
<td>16.9</td>
<td>7.81</td>
<td>6.37</td>
<td>1.44</td>
</tr>
<tr>
<td>LRLM</td>
<td>—</td>
<td>6.32</td>
<td>5.63</td>
<td>0.69</td>
</tr>
<tr>
<td>Gold</td>
<td>—</td>
<td>9.00</td>
<td>9.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

6.7.3 Posterior Probability of Spans

One of the advantages of our model is its capability to calculate the posterior probability of a span being generated as a relation in existing text. We calculate the joint probability of a span ($\sigma = (\ell, r)$) and the surrounding text by marginalizing over the latent variable $Z$ for both sides.

---

7We consider the text segment in the batch where the span appears as the surrounding text.
... song by American singer Madonna from her tenth ...

<performer> 0.9697
Relations:
<lyrics by> 0.0289
word 0.0014

... written and produced by Madonna and Stuart Price, ...

<performer> 0.1545
Relations:
<lyrics by> 0.7693
word 0.0762

... continuation from the “Hung Up” music video. ...

<follows> 1.0000
word 0.0000

... However, in the United States, the song did ...

<origin> 0.0000
Relations: word → <origin> 0.0003
word 0.9997

Table 6.4: Posterior probability of spans (underlined) in contexts. word represents word-based generation. The second relation in the last example means generation of “the” using word, followed by relation-based generation of “United States” using the <origin> relation.

of context, and normalize over all possible spans:

\[
P(X, Z) = \alpha_{\ell-1} \cdot P(Z | x_{<\ell}) \cdot \beta_{r+1},
\]

\[
P(Z | X) = P(X, Z) / \sum_{Z \in \mathcal{Z}} P(X, Z),
\]

where \( \alpha_i \) and \( \beta_i \) are the forward and backward probabilities computed following Section 3. Table 6.4 shows spans with posterior probabilities of various relation types from an article about “Sorry (Madonna song)”. The model demonstrates the ability to relate the entity “Madonna” to the topic with appropriate relation types based on context. We also observe that the model tends to generate multi-word spans through relations rather than word-by-word from vocabulary. However, our model often favors word-based generation for common phrases even if related entities exist.
6.7.4 Effect of Subgraph Size

Finally, we measure the performance of models with respect to the richness of resources available for conditioning. We group WikiFacts articles into 10 bins by the number of relations available, and plot binned word-average log-probabilities in Figure 6.4. While all models have slightly higher log-probabilities as the number of relations increase, LRLM achieves the largest gain.

Figure 6.4: Word-average log-probabilities on development set of WikiFacts grouped by the average number of relations. LRLM shows a larger gain over the baselines as the number of relations increases.
Chapter 7

Conclusion

7.1 Summary of Contributions

In this thesis, we explored aspect-based natural language generation (NLG) from various angles.

With a lack of the definition of aspect, we first defined it based on the usage in previous studies in Chapter 2, that is, aspect is a semantic property of an object. In other words, aspects in NLG tasks specify the content of the text given the same underlying object such as a topic or an entity.

Having defined aspects, we first focused on aspect-based summarization, a specific instance of aspect-based NLG, and tackled the issue of lack of diversity in datasets. To address the issue that most natural datasets in aspect-based summarization are in customer reviews domain, we turned to Wikipedia and formulated the summarization task of web references into salient sections as aspect-based summarization task. We leveraged the domain diversity in Wikipedia and constructed WikiAsp dataset consisting of 20 diverse domains, each of which contains 10 salient aspects. Through the experiments and analyses, we found that domains in WikiAsp have unique characteristics that add more domain-specific complexities to the summarization task, such as chronological consistency and changes of perspective (i.e. first-person to third-person).

Next, we investigated the problem of transferring aspect-based summarization models to new domains in a zero-shot manner. A successful model performing reasonably well on new domains is crucial to practical use cases of aspect-based summarization models, because obtaining supervised aspect-based summarization data is costly. Unlike previous studies that regarded datasets as domains, we leveraged the aforementioned WikiAsp that includes a wide variety of domains. Moreover, WikiAsp allows for transfer experiments with respect to aspects,
which allows for multi-level analysis of model transfer. We devise a two-stage classification-summarization model that (1) classifies source sentences with a NLI-based aspect classifier and (2) summarizes by taking into account domain and aspect information. Experiments showed that prompting is most effective at incorporating target domain and aspect information when transferring the summarization models. Despite this, there remained a large performance gap between supervised models and the best zero-shot transfer model. We performed error analyses and discussed challenges that needed to be addressed to improve the performance.

Third, we examined the incorporation of structures in aspects, making the outputs structure-aware, multi-aspect summaries. As multiple users likely have different interests, it is important for a model to take into account the relationships of aspects rather than treating them independently when generating multiple aspect-based summaries. To investigate this task, we regarded scientific survey articles as structurally organized multi-aspect summaries of reference articles, and construct a dataset. On this dataset, we developed a structured aspect model and show that modeling structured aspects help the summary quality of for the target aspects.

Finally, we shift our focus to more fine-grained aspect-based generation. Specifically, we considered relations outgoing from entities as the aspect and the entities as the underlying common object. Different from previous parts, models have to select fine-grained aspects at the right time in order to avoid inconsistent sentences. We proposed a model that is capable of learning to switch between generating using aspects or tokens, thereby improving the perplexity for language modeling tasks. The proposed latent relation language models can then generate text using either fine-grained aspects or tokens, depending on the likelihood of the outcome. The model can not only generate according on the specified fine-grained aspects but also serve as an aspect extractor given a sentence by modeling all possible generation steps.

### 7.2 Future Directions

This thesis investigated neural aspect-based generation from various angles including data, aspect structures, and aspect granularity. Through the thesis, however, we observe key challenges that are still yet to be addressed, which we list below.

**Handling Complex Structural Aspects** Throughout this thesis, problem settings involved *multiple* aspects for a single object, including topic, entity, and so forth. In Chapter 5, we focused on leveraging the relationships between these aspects to improve generation, specifically taking the sequential relationship in a survey article. Realistically, however, aspects form more
complex relationships, such as a tree or a more general graph. An example would be tree-form aspects that specify not only the content but dependence through the structure, such as scoping the pronoun resolution. To achieve the above, one must find a dataset where such structural aspects are relatively cheap to obtain. As a next step, improved PDF parsing on scientific articles would help obtain and reconstruct more complex section structures, which we can leverage as structural aspects.

**Enforcing the Aspect Controllability**  No matter how rich structures aspects have, NLG models have to incorporate them effectively to generate text accordingly. For example, superficial changes in the structure may affect the order or dependence of aspects. In Chapter 5, we observe that even the best summarization model often has trouble generating summaries that are most similar to the target summary (MRR).

To improve controllability, recent work has designed prompts optimized for respective tasks (Fan et al., 2018; Kikuchi et al., 2016; Yu et al., 2020). Alternatively, one could also enforce the aspect controllability via multi-objective optimization; additional objective functions to promote aspect controllability.

**Improving Faithfulness of Generated Text**  A long standing challenge in NLG is to preserve faithfulness in the generated text (Kryscinski et al., 2020; Pagnoni et al., 2021), which also applies to aspect-based NLG. While a number of ongoing attempts have already been made, we believe the framework of aspect-based NLG could further assist faithful generation. In Chapter 6, we discussed how fine-grained aspects in the form of a knowledge base can guide the generation to be more factually consistent. Similarly, a more faithful generation model could be achieved by additional constraints in terms of what specific contents are allowed to generate. Another perspective which has recently been investigated by (Rashkin et al., 2021) is to enrich the prompt with more qualifications (e.g. third-person, high lexical overlap to the source), which reported more faithful generation results. Connecting to the previous challenge on controllability, enriched prompts that describe the output characteristics in this way might also be able to enforce the faithfulness.
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Appendix A

Additional Results for Chapter 3

A.1 Domain Statistics

<table>
<thead>
<tr>
<th>Domain</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Album</td>
<td>24434</td>
<td>3104</td>
<td>3038</td>
</tr>
<tr>
<td>Animal</td>
<td>16540</td>
<td>2005</td>
<td>2007</td>
</tr>
<tr>
<td>Artist</td>
<td>26754</td>
<td>3194</td>
<td>3329</td>
</tr>
<tr>
<td>Building</td>
<td>20449</td>
<td>2607</td>
<td>2482</td>
</tr>
<tr>
<td>Company</td>
<td>24353</td>
<td>2946</td>
<td>3029</td>
</tr>
<tr>
<td>EducationalInstitution</td>
<td>17634</td>
<td>2141</td>
<td>2267</td>
</tr>
<tr>
<td>Event</td>
<td>6475</td>
<td>807</td>
<td>828</td>
</tr>
<tr>
<td>Film</td>
<td>32129</td>
<td>4014</td>
<td>3981</td>
</tr>
<tr>
<td>Group</td>
<td>11966</td>
<td>1462</td>
<td>1444</td>
</tr>
<tr>
<td>HistoricPlace</td>
<td>4919</td>
<td>601</td>
<td>600</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>17226</td>
<td>1984</td>
<td>2091</td>
</tr>
<tr>
<td>MeanOfTransportation</td>
<td>9277</td>
<td>1215</td>
<td>1170</td>
</tr>
<tr>
<td>OfficeHolder</td>
<td>18177</td>
<td>2218</td>
<td>2333</td>
</tr>
<tr>
<td>Plant</td>
<td>6107</td>
<td>786</td>
<td>774</td>
</tr>
<tr>
<td>Single</td>
<td>14217</td>
<td>1734</td>
<td>1712</td>
</tr>
<tr>
<td>SoccerPlayer</td>
<td>17599</td>
<td>2150</td>
<td>2280</td>
</tr>
<tr>
<td>Software</td>
<td>13516</td>
<td>1637</td>
<td>1638</td>
</tr>
<tr>
<td>TelevisionShow</td>
<td>8717</td>
<td>1128</td>
<td>1072</td>
</tr>
<tr>
<td>Town</td>
<td>14818</td>
<td>1911</td>
<td>1831</td>
</tr>
<tr>
<td>WrittenWork</td>
<td>15065</td>
<td>1843</td>
<td>1931</td>
</tr>
</tbody>
</table>

Table A.1: The list of domains and the number of Wikipedia articles in each domain that contain at least one salient aspect.

A.2 Additional Samples
Title: Recomposed by Max Richter: Vivaldi – The Four Seasons

Aspect: Critical Reception

Gold: recomposed by max richter: vivaldi - the four seasons received widespread acclaim from contemporary classical music critics. ivan hewett of the telegraph gave the album a very positive review, stating, "as you would expect of a composer who once studied with the great modernist luciano berio, richter is very self-aware."

Ext.: listen to recomposed by max richter: vivaldi, the four seasons now. i am highly impressed with 'recomposed'. the music then propels the audience into an atmosphere of isolation; a delicate harmony that is sustained whilst hope takes centre stage.

Abs.: the allmusic review by michael g. nastos awarded the album 4 stars stating “this is an album that generally considered for fans of the genre”.

Table A.2: Generated summaries from Album domain.

Title: Pride and Glory (film)

Aspect: Plot

Gold: assistant chief francis tierney sr. is the head of a multigenerational new york city police department (nypd) family, which includes his sons francis "franny" jr., ray, and his son-in-law jimmy egan. deputy inspector franny is the commanding officer of the 31st precinct, where sergeant jimmy is a patrol officer.

Ext.: as we know, under the macho code, this means that after two people who love each other end up beaten and bloody, they will somehow arrive at a catharsis. the plot involves how and why the four cops were killed. a family of police officers - patriarch, two sons, and a son-in-law - deals with corruption in a precinct in washington heights.

Abs.: in the year before the events of the first film, the movie takes place in washington heights, d.c. a. army sergeant - in-law, ray's wife, and sister abby, living in washington city. they have a romantic relationship with one of their officers. while the four officers are called to "the mental patient"

Table A.3: Generated summaries from Film domain.
Title: Dimitri Soudas

Aspect: Career

Gold: Soudas served for one term as a school trustee at the Western Quebec School Board from 2002 to 2005. Between 2006 and 2011, Soudas was a "high profile" member of Prime Minister Stephen Harper's communication team, and one of the Prime Minister's "closest and most faithful aides." Initially serving as a press secretary and later as an associate director of communications for the Prime Minister's office, ...

Ext.: April 2010 – After serving as a press secretary in the Prime Minister’s office, Soudas was promoted to Director of Communications. "To fulfil the opportunities afforded by social media, directors of communication need to be aware of this trend and engage with it," Dimitri Soudas writes in his master’s thesis, a copy of which has been obtained by CBC News. ...

Abs.: In 2001, he was elected to the Canadian House of Commons as a member of the People’s Action Party (PC) for the riding of Yorkshire. He was re-elected in 2002 and 2006. In 2006, he was ...

Table A.4: Generated summaries from OfficeHolder domain.
A.3 Aspect Statistics

Table A.5 and A.6 shows aspect frequency statistics. Perf., hist., dist., ext., desc., dev., edu., nm., and intl. correspond to performance, history, distribution, extracurricular, description, development, education, naming, and international, respectively.

<table>
<thead>
<tr>
<th>Album</th>
<th>Artist</th>
<th>Company</th>
<th>Event</th>
<th>EducationalInstitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>reception</td>
<td>career</td>
<td>history</td>
<td>background</td>
<td>3453</td>
</tr>
<tr>
<td>critical reception</td>
<td>biography</td>
<td>products</td>
<td>aftermath</td>
<td>2483</td>
</tr>
<tr>
<td>background</td>
<td>early life</td>
<td>operations</td>
<td>history</td>
<td>1361</td>
</tr>
<tr>
<td>commercial perf.</td>
<td>personal life</td>
<td>services</td>
<td>battle</td>
<td>1228</td>
</tr>
<tr>
<td>release</td>
<td>music career</td>
<td>controversy</td>
<td>format</td>
<td>461</td>
</tr>
<tr>
<td>chart positions</td>
<td>death</td>
<td>overview</td>
<td>prelude</td>
<td>450</td>
</tr>
<tr>
<td>recording</td>
<td>life and career</td>
<td>background</td>
<td>event</td>
<td>416</td>
</tr>
<tr>
<td>history</td>
<td>early life &amp; edu.</td>
<td>company history</td>
<td>report</td>
<td>323</td>
</tr>
<tr>
<td>overview</td>
<td>early years</td>
<td>technology</td>
<td>summary</td>
<td>321</td>
</tr>
<tr>
<td></td>
<td>exhibitions</td>
<td></td>
<td>casualties</td>
<td>290</td>
</tr>
</tbody>
</table>

Table A.5: Aspect frequency for 8 domains.
Table A.6: Aspect frequency for 10 domains.