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Abstract

Audio Visual Event Detection has benefited greatly from the advancement of deep learning in the past few years. Various model architectures have been applied to the task in multiple modalities, pushing the performance benchmark and enabling the deployment of such models in many critical tasks such as surveillance and malicious content filtering. However, the research community still lacks: 1) a systematic understanding of the different machine learning models’ behavior given the unique nature of audio signals compared to the image or text counterparts. 2) The robustness of different models used for audio-visual learning also remains to be an under-studied area.

The first goal of this thesis is to investigate best practices for building an audio-only and audio-visual learning system that performs well. Specifically, we analyze the features, compare different architectures, and understand the difference in training techniques to provide a comprehensive and thorough understanding. Our investigation traces the evolution of models from the convolutional family to the Transformer family, and the transition in learning paradigms from supervised learning to self-supervised learning. (This part is elaborated in Chapters 2,3,4,5,6,7)

The second goal is to study the robustness of each model by gauging their behavior under noise and adversarial perturbation. We first demonstrate the existence of real-world threats caused by adversarial perturbation in both the visual and audio domains. Following this, we broaden our adversarial robustness analysis beyond the scope of unimodal audio input to include a myriad of modalities such as audio, video, imagery, and text. (This part is covered in Chapters 8,9,10, 11) Further, we extend our research purview to include a comparative study between adversarial robustness and noise robustness (Chapter 12 ). Aiming at fulfilling the promise of both generalization and robustness in audio-visual learning, we present our audio-journey diffusion system. We utilize the diffusion model as an effective data augmentation instrument, adding semantically diverse samples to enhance performance, demonstrating the potential for generalization. Additionally, we take advantage of the diffusion model’s innate denoising capabilities, suggesting that it could readily enhance the robustness of existing audio classification systems. (Chapter 13)
In Fall 2019, I officially began my PhD-level study after having a few years of working experience at Bosch and 2 master’s degree (MLT 2019, ETIM 2014). After proposing my PhD thesis in 2022, now in 2023, I am finally wrapping up my long PhD journey. To begin, I’d like to extend my deepest gratitude to all those who’ve lent their assistance throughout the years and to everyone I’ve had the privilege of working alongside. This includes my advisor, my collaborators, my family, and my cherished friends. I want to express my deepest gratitude to my life partner Ying and my parents, whose unwavering support has been invaluable.

Throughout the course of my 5.5-year journey through MLT+PhD, I’ve experienced a rollercoaster of highs and lows. There were momentous occasions, such as when we were honored with the best paper awards at ICMR 2018, and the best student paper award at ICASSP 2022. Contrasting these highs, my PhD journey was also marked by the global COVID pandemic, a period when it felt like "the world had collapsed." This chapter inevitably cast a shadow, making it a particularly challenging year for me.

During those difficult times, I faced significant struggles, but I was fortunate to receive support and guidance from my advisor and several others that helped me find my way back to my "mojo". I am particularly indebted to Angie Lusk, who introduced me to a fresh perspective on self-management and the art of writing.

Initially, my perception of a PhD was anchored around the idea that it was primarily concerned with the execution of outstanding research, mostly involving the exploration of the external world. Certainly, our role as PhD students at CMU LTI encapsulates conducting ground-breaking research into pertinent AI-related problems, enhancing systems, or developing novel algorithms to amplify the cognitive abilities of computers. However, what I found absent in this understanding was the recognition that a PhD journey is as much an inward journey as it is an outward exploration.

We ought to invest time in understanding ourselves on a deeper level, discovering our authentic interests, our habits, and most critically, our rhythm - understanding when to fully immerse ourselves in work with a laser-like focus, and when it’s necessary to disengage and relax. While it may seem straightforward, this introspective exploration holds just as much, if not more, importance as our outward investigations.
The inward exploration doesn’t only equip us to manage stress, but it also aids us in inching closer to understanding our true calling and identifying what genuinely holds significance in our lives. In my opinion, this revelation stands as the most crucial takeaway from my PhD journey.

Delving into this in more depth would necessitate an entirely separate book, so I’ll reserve that discussion for my blog or a potential future book. Now, let’s pivot and delve into the specifics of my technical work.
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Chapter 1

Introduction

1.1 Background and Motivation

The ability of machines to interpret sound, much like humans, is increasingly prevalent across diverse settings, from smartphones and security systems to autonomous robots. This advancement in sound understanding has the potential to enable a vast array of applications, including intelligent machine state monitoring through acoustic data, enhanced visual surveillance with acoustic assistance, cataloging, and information retrieval uses such as audio archive search and audio-assisted multimedia content search. To imbue an AI with the ability to comprehend audio, the initial hurdle is addressing the Audio/Visual Event Detection (AED) task. This entails characterizing the acoustic event within an audio stream (which may be augmented by visual data) by assigning a semantic label to it. This is the primary focus of the research conducted in this thesis.

In the past decade, many neural network models have been applied to the AED task and have shown great performance. [Dai+17; WLM19; Kon+19b; For+19] showcased the effectiveness of using the convolutional family architecture, which has become the mainstream architecture for audio classification. However, a shift is being observed recently with the advent of pure attention-based neural architectures like DeiT [Tou+21] which are now topping audio tagging leaderboards [GCG21a], challenging the previously uncontested dominance of CNN family models in audio classification. Moreover, the evaluation performance of AudioSet [Gem+17b] - the largest available weakly-labeled sound event dataset - has seen significant improvement. The mean average precision (mAP) has risen from an initial 31.2 when the task was first released in 2017 to the current 47.1 mAP.

However, a detailed examination reveals significant variations in the research published in this area. For instance, some past comparisons were drawn between audio-visual systems and audio-only systems, and the performance of models initialized with pre-trained
weights greatly differs from those without pre-training [GCG21a]. Training durations for models can span from mere hours to several weeks, and ensemble systems often secure unwarranted advantages over single-checkpoint models. Frequently, the essence of these studies is concealed in seemingly minor details, leaving key information unexplained.

In this thesis, our primary aim is to articulate the most effective approach to constructing a large-scale audio-visual learning system. To this end, we conduct thorough experiments on AudioSet [Gem+17b]. We evaluate state-of-the-art baselines on the AED task and delve into the performance and efficiency of two principal categories of neural architectures: CNN variants and attention-based variants. We examine these models in both audio-only and audio-visual contexts, ensuring reproducible specifications. We also scrutinize their optimization procedures and carry out an analysis focused on data quality and efficiency. In addition, we also conducted a study on their efficiency-accuracy trade-off across GPU versus CPU platforms.

Despite accuracy, since audio-visual systems are widely applied in safety-critical tasks such as content filtering and surveillance, this calls for a thorough understanding of their robustness. Robustness is an overloaded term as is shown in Fig. 1.1. This definition is a summary of Robustness defined in [BBV04; Bis07; Li18]. In this thesis, we are mainly...
focusing on input robustness, noise robustness, and adversarial noise.  

The robustness study of this thesis begins by acknowledging and validating the threats, showcasing the real-world presence of unimodal adversarial perturbations against visual-only and audio-only classification systems. In order to tackle such realistic threats, in this thesis, we focus on how audio-only and audio-visual event classification systems can be built so that they are robust to noise and adversarial attacks. We study how to fuse audio with other modalities, and what is the best loss functions for multimodal input (e.g. audio+visual). Conversely, we utilize adversarial perturbation as a precise tool to dissect and comprehend the robustness of each element within a multimodal system, specifically examining early fusion versus late fusion and time versus frequency. We then aim to identify a practical metric that can aid in quantifying robustness on a large scale and elucidate the relationship between adversarial robustness and noise robustness. Ultimately, our research investigates methods capable of enhancing system robustness while maintaining reasonable computational costs.

1.2 Thesis Outline

A detailed outline of our contributions in this thesis is presented below.

**Part I:** Understanding what’s the best practice of building a large-scale Audio Event Detection (AED) system, Chapter 2,3,4,6,7 are audio-only systems, and Chapter 5 is our first attempt to build an audio-visual system.

Chapter 2 and Chapter 3 list our efforts studying CNN family neural architecture on audio classification tasks on smaller datasets. In Chapter 2, we present a comparison of several Deep Learning models on the IEEE challenge on Detection and Classification of Acoustic Scenes and Events (DCASE) 2016 challenge acoustic scene classification task and data. We perform experiments on six sets of features, including standard Mel-frequency cepstral coefficients (MFCC), Binaural MFCC, log Mel-spectrum, and two different large-scale temporal pooling features extracted using OpenSMILE. On these features, we apply five models: Gaussian Mixture Model (GMM), Deep Neural Network (DNN), Recurrent Neural Network (RNN), Convolutional Deep Neural Network (CNN), and i-vector. With large feature sets, deep neural network models outperform traditional methods and achieve the best performance among all the studied methods. The best-performing single model is the non-temporal DNN model, which we take as evidence that environmental sounds do not exhibit strong temporal dynamics.

---

1Input Robustness: the degree to which a system or component can function correctly in the presence of invalid inputs or stressful environmental conditions; Noise Robustness: a subset of input robustness, the robustness against noise in nature; Adversarial robustness: worst case scenario, model’s ability to withstand adversarial perturbation without changing output.
Chapter 3 describes a detailed case study on 1D CNN with raw audio as input on the UrbanSound8k dataset. We showed that CNNs with up to 34 weight layers are efficient to optimize over very long sequences (e.g., vector of size 32000), necessary for processing acoustic waveforms. This is achieved through batch normalization, residual learning, and a careful design of receptive fields to down-sample. Our networks are fully convolutional, without the use of fully connected layers and dropout. We demonstrate the performance gains with the deeper models. Our evaluation shows that the CNN with 18 weight layers outperforms the CNN with 3 weight layers by over 15% in absolute accuracy for an environmental sound recognition task and is competitive with the performance of models using log-mel features. The work described in the above 2 Chapters were both published at ICASSP 2017. [Li+17; Dai+17]

Chapter 4 presents multiple instance learning (MIL) frameworks in order to tackle weakly labeled large-scale audio datasets, and presents an analysis of various pooling functions. We find the linear softmax pooling function to perform the best among the five. We build CNN+Pooling and CRNN+Pooling network architectures. It was the first system to reach state-of-the-art audio tagging performance on AudioSet [Gem+17b], while exhibiting strong localization performance on the DCASE 2017 challenge at the same time. The initial small-scale efforts on DCASE 2017 subset were published at InterSpeech 2018 [Tse+18; WLM18] and expanded to a large-scale setting at ICASSP 2019 [WLM19].

Chapter 5 describes an attempt to add visual cues to audio classification networks. We conducted experiments on the audio tagging task of the DCASE 2017 challenge showing that the incorporation of video information improves a strong baseline audio tagging system by 5.3% in terms of $F_1$ score. However, not all audio classes benefited from the fusion. This work was completed and published at ICASSP 2018. [Li+18]

Chapter 6 is a comprehensive study of state-of-the-art baselines on the AED task. We study the performance and efficiency of 2 major categories of neural architectures: CNN variants and attention-based variants. We perform extensive experiments on AudioSet [Gem+17b], where we closely examine their optimization procedures. We also did an analysis based on the data quality and efficiency in Section 6.4. Our open-sourced experimental results\(^2\) provide insights into the trade-off between performance, efficiency, and optimization process, for both practitioners and researchers. This work was completed and published at InterSpeech 2022 [LQM+22], the efficiency study is accepted to ICML 2023 ESFomo workshop [Ber+23].

As self-supervision methods showing success in recent years, we study a simple extension of image-based Masked Autoencoders (MAE) [He+21a] in Chapter 7 to self-supervised representation learning from audio spectrograms. Following the Transformer encoder-decoder design in MAE, our Audio-MAE first encodes audio spectrogram patches

\(^2\)https://github.com/lijuncheng16/AudioTaggingDoneRight
with a high masking ratio, feeding only the non-masked tokens through encoder layers. The decoder then re-orders and decodes the encoded context padded with mask tokens, in order to reconstruct the input spectrogram. We find it beneficial to incorporate local window attention in the decoder, as audio spectrograms are highly correlated in local time and frequency bands. Empirically, Audio-MAE sets new state-of-the-art performance on six audio and speech classification tasks, outperforming other recent models that use externally supervised pre-training. This work was completed and presented at NeurIPS 2022 [Poy+22].

Part II: Understanding the robustness of multi-modal systems in both unimodal and multimodal settings.

In Chapter 8, we verified that threats from adversarial attacks exist in both the vision and audio domains in the real world. In the visual domain, we demonstrated that it is possible to adversarially fool deep image classifiers in the real world, not by modifying an object of interest itself, but by modifying the camera observing the objects using a piece of sticker for instance. The optics involved with such modifications greatly limits the types of attacks that can be physically realized, but by developing a reasonable threat model and then fitting the parameters of this model to data, we can accurately capture the allowable set of perturbations. In the audio domain, we showed we could jam an emulated Alexa model with some inconspicuous background music to deactivate the VAs while our audio adversary is present. We implemented an emulated wake-word detection system of Amazon Alexa based on recent publications. Then we computed our audio adversaries with consideration of expectation over transform and we implemented our audio adversary with a differentiable synthesizer. Our experiments show that we can effectively reduce the recognition F1 score of our emulated model from 93.4% to 11.0%. Finally, we tested our audio adversary over the air, and verified it works effectively against Alexa, reducing its F1 score from 92.5% to 11.0%. These 2 works were completed and published at ICML 2019 [LSK19] and NeurIPS 2019 [Li+19].

In Chapter 9, we study how to effectively utilize available multimodal cues from videos for the cross-modal video-text retrieval task. We propose a framework that simultaneously utilizes multi-modal features (different visual characteristics, audio inputs, and text) by an ensemble approach for efficient retrieval. We conduct extensive experiments to verify that our model combination is able to boost the performance of a video-to-text retrieval task compared to the state-of-the-art. In addition, we propose a new pairwise ranking loss function in training the embedding and studying the effect of various loss functions. The results on MSVD and MSR-VTT datasets show that our method yields significant gains compared to the state-of-the-art. This work was completed and published at ICMR 2018 [Mit+18a] (Best Paper Award) and IJMIR 2019 [Mit+19] and extend to Trecvid 2022 Workshop [YLM22].

In Chapter 10 We aim to study several key questions related to multimodal learning through the lens of adversarial noises: 1) The trade-off between early/middle/late fusion
affecting its robustness and accuracy. 2) How does different frequency/time domain features contribute to the robustness? 3) How do different neural modules contribute against the adversarial noise? In our experiment, we construct adversarial examples to attack state-of-the-art neural models trained on Google AudioSet.[Gem+17b] We compare how much attack potency in terms of adversarial perturbation of size $\epsilon$ using different $L_p$ norms we would need to “deactivate” the victim model. Using adversarial noise to ablate multimodal models, we are able to provide insights into what is the best potential fusion strategy to balance the model parameters/accuracy and robustness trade-off and distinguish the robust features versus the non-robust features that various neural networks tend to learn. **This work was completed and published at ICASSP 2021[Li+21].**

In chapter 11, we study several key questions related to multi-modal learning through the lens of robustness: 1) Are multi-modal models necessarily more robust than uni-modal models? 2) How to efficiently measure the robustness of multi-modal learning? 3) How to fuse different modalities to achieve a more robust multi-modal model? To understand the robustness of the multi-modal model in a large-scale setting, we propose a density-based metric, and a convexity metric to efficiently measure the distribution of each modality in high-dimensional latent space. Our work provides a theoretical intuition together with empirical evidence showing how multi-modal fusion affects adversarial robustness through these metrics. We further devise a mix-up strategy based on our metrics to improve the robustness of the trained model. Our experiments on AudioSet [Gem+17b] and Kinetics-Sounds [AZ17a] verify our hypothesis that multi-modal models are not necessarily more robust than their uni-modal counterparts in the face of adversarial examples. We also observe our mix-up trained method could achieve as much protection as traditional adversarial training, offering a computationally cheap alternative. **This work was completed and published at ICASSP 2022[Li+22b] (Best student paper).**

Chapter 12 is inspired by the insights derived from Chapter 10 and Chapter 11, which highlight that all existing defenses come with certain compromises. Given the increasing sizes of datasets and models, standard-trained models are poised to remain prevalent in the field. Hence, gaining a deeper understanding of the robustness of various AED model architectures, without any defense mechanisms, is crucial. Equally important is the exploration of alternative metrics that could potentially signal robustness prior to empirical robustness measurement. Sharpness, providing insight into the model’s loss landscape, emerges as a promising candidate in this context. We also study adversarial robustness versus noise robustness, where we find the two types of robustness do not necessarily translate to each other. Our findings suggest that the architectural difference contributes to their difference in robustness. Transformer architectures are more robust overall versus convolutional families. Sharpness-wise, we found it difficult to establish fair

---

3Audioset is the largest available weakly-labeled audio dataset.
4Implementation: https://github.com/lijuncheng16/AudioSetDoneRight
comparisons across different architectures following existing definitions of sharpness metrics, though we observe that robust-aware trained models display flatness. Acknowledging the aforementioned gap, as well as the limitations of classical robustness research methods such as adversarial training, certified robustness, and smoothing, we discern that the most pragmatic way forward involves capitalizing on the development of foundational models trained on large datasets. This approach can simultaneously enhance both generalization and robustness. The preprint of this work is at [LQM22], and will be submitted to incoming conferences in 2023.

Part III: Future pathway to generalization and robustness through foundational models. Therefore, in Chapter 13, we leverage state-of-the-art (SoTA) Large Language Models (LLMs) to augment the existing weak labels of the audio dataset to enrich captions; we adopt SoTA video-captioning model to automatically generate video caption, and we again use LLMs to merge the audio-visual captions to form a rich dataset of large-scale. Using this dataset, we train diffusion models on this audio captioning resource. In our experiment, we first verified that our Audio+Visual Caption is of high quality against baselines and ground truth (12.5% gain in semantic score against baselines). To show diffusion help with generalization, we use the trained diffusion model to generate more diverse audio data of the same format by using textual inversion [Gal+22]. We demonstrate that we could train a classifier from scratch using the diffusion-generated data, or use diffusion to enhance classification models on the AudioSet test set, working in conjunction with mixup or other augmentation methods for impressive performance gains. To show diffusion ultimately aids robustness, we use the trained diffusion model to denoise noise tested in the previous chapter, and it showed impressive robustness gains, and also came with a certifiable guarantee. Our approach exemplifies a promising method for augmenting low-resource audio datasets, making them more generalizable, and a promising approach to improve robustness.

This work is accepted at ICML2023 ESFoMo workshop[Li+23b], and is also in submission to NeurIPS 2023, and is open-sourced.  

5https://audiojourney.github.io/
Part I

Building an Audio Visual Event Recognition System that performs well
**Part I Overview:**

In this part, we mainly focus our discussion on what is the best practice for building a large-scale audio-visual learning system, the readers will also see the progress in this field in chronicle order towards its maturity.

We start with comparative studies on CNN families (Chapter 2, Chapter 3), where we compare and study the latent spaces and performances of CNN models VS. other common deep neural network models under a supervised learning framework using strong labels. To scale up to a larger scale, we discuss the challenges and methods of dealing with weak labels in Chapter 4. To scale out to multimodality, we analyze the effect of introducing visual cues in Chapter 5.

In reviewing the state-of-the-art in Audio Event Detection (AED), we explore Transformer family models and their training methodologies in Chapter 6, comparing them with the CNN family models discussed in the preceding chapters.

Acknowledging the constraints of supervised learning, we introduce self-supervised techniques in Chapter 7. Here, we discuss the optimal model architecture and self-supervised tasks for effective AED, and we study how SSL would enable us to learn an optimal audio representation that potentially captures the distribution of general audio data.
Chapter 2

Deep Learning Methods for Environmental Sound Detection

2.1 Introduction

Compared with speech, environmental sounds are more diverse and span a wide range of frequencies. Moreover, they are often less well-defined. Existing works for this task largely use conventional classifiers such as GMM and SVM, which do not have the feature abstraction capability found in deeper models. Furthermore, conventional models do not model temporal dynamics. For example, the winning solutions by [Rom+13][EZ+16] for DCASE challenge 2013 and 2016, extracts MFCC and i-vectors, and they both used other deeper models for temporal relation analysis. In this chapter, we focus on the task of acoustic scene identification, which aims to characterize the acoustic environment of an audio stream by selecting a semantic label for it. We apply deep learning (DL) architectures to various feature representations generated from signal processing methods. Specifically, we use the following architectures: (1) Deep Neural Network (DNN) (2) Recurrent Neural Network (RNN); (3) Convolutional Deep Neural Network (CNN). Additionally, we explore the combination of these models: (DNN, RNN, and CNN). We also compare DL models with Gaussian mixture model (GMM), and i-vectors. We also use several feature representations based on signal processing methods: Mel-frequency cepstral coefficients (MFCC), log Mel-Spectrum, spectrogram, and other conventional features such as pitch, energy, zero-crossing rate, mean-crossing rate, etc.

This chapter covers a comprehensive study of a diverse set of deep architectures on the acoustic scene recognition task, borrowing ideas from signal processing as well as recent advancements in automatic speech recognition. We use the dataset from the DCASE challenge. The dataset contains 15 diverse indoor and outdoor locations (classes), such as buses, cafes, cars, city center, forest paths, libraries, trains, totaling 13 hours of audio
recording (see Section 3.1 for detail). In this chapter, we present a comparison of the most successful and complementary approaches to sound event detection on DCASE, which we implemented on top of our evaluation system [Dai+16] in a systematic and consistent way.

2.2 Experiments

2.2.1 Dataset

We use the dataset from the IEEE challenge on Detection and Classification of Acoustic Scenes and Events [HMV16], and we also use the evaluation setup from the contest. The training dataset contains 15 diverse indoor and outdoor locations (labels), totaling 9.75 hours of recording (1170 files) and 8.7GB in WAV format (Dual Channel, Sample Rate: 44100 Hz, Precision: 24 bit, Duration: 30 sec each). We do a 4-fold CV for model selection and parameter tuning. The evaluation dataset (390 files) contains the same classes of audio as the training set, totaling 3.25 hours of recording and 2.5GB in the same WAV format.

2.2.2 Audio Features

We create six sets of features using audio signal processing methods:

1. **Monaural and Binaural MFCC**: Same as the winning solution in the DCASE challenge 2016 [EZ+16]. We take 23 Mel-frequency (excluding the 0th) cepstral coefficients over a window length 20 ms. We augment the feature with first and second-order differences using 60 ms window, resulting in a 61-dimension vector. We also computed the MFCC on the right, left, and channel difference (BiMFCC).

2. **Smile983 & Smile6k**: We use OpenSmile [EWS10] to generate MFCC, Fourier transforms, zero crossing rate, energy, and pitch, among others. We also compute first and second-order features resulting in 6573 features. We select 983 features recommended by domain experts to create the 983-dim feature. Note that this is a much larger feature set than the MFCC features and each feature represents a longer time window of 100 ms.

3. **LogMel**: We use LibROSA [McF+15] to compute the log Mel-Spectrum, and we use the same parameters as the MFCC setup. This is the mel log powers before the discrete cosine transform step during the MFCC computation. We take 60 mel frequencies and 200 mel frequencies resulting in 60-dim and 200-dim LogMel features.

All features are standardized to have zero mean and unit variance on the training set. The same standardization is applied at the validation and test time.
2.2.3 Models and Hyperparameter Tuning

Guassian Mixture Models (GMMs)

We use the GMMs provided by the DCASE challenge committee [HMV16] as the baseline system for acoustic scene recognition. Each audio clip is represented as a bag of acoustic features extracted from audio segments, and for each class label, a GMM is trained on this bag of acoustic features using only audio clips from that class.

i-vector Pipeline

We replicate the i-vector [KBD05] pipeline from [EZ+16]. The universal background model (UBM) is a GMM with 256 components trained on the development dataset using BiMFCC feature. The mean super vector $M$ of the GMM can be decomposed as $M = m + T \cdot y$, where $m$ is an audio scene independent vector and $T \cdot y$ is an offset. The low-dimensional (400-dim) subspace vector $y$ is an audio scene-dependent vector, and it is a latent variable with the normal prior. The i-vector $w$ is a maximum a posteriori probability (MAP) estimate of $y$. We use the Kaldi Toolkit [Pov+11b] to compute $T$ matrix and perform Linear Discriminant Analysis (LDA).

Deep Neural Networks (DNNs)

Multi-layer perception has recently been successfully applied to speech recognition and audio analysis and shows superior performance compared to GMMs [GMH13]. Here we tried various sets of hyperparameters including depth (2-10 layers), number of hidden units (256-1024), dropout rate (0-0.4), regularizer (L1, L2), and various optimization algorithms (stochastic gradient descent, Adam [KB14c], RMSProp [DV15], Adagrad [DHS11]), batch normalization [IS15b], etc. All the deep models we tried in the next two sections are tuned via cross-validation (CV) to achieve their best performance.

Recurrent Neural Networks (RNNs)

Bidirectional architectures generally perform better than uni-directional counterparts. We tried both LSTM [HS97] and GRU [Chu+14b] bidirectional layers. Our network only has 2 layers (one direction a layer) due to convergence time and limited improvement from deeper RNN models [IC14].

Convolutional Neural Networks (CNNs)

Lately, CNNs have been applied to speech recognition using spectrogram features [Han+14b] and achieve state-of-the-art speech recognition performance. We employ architectures similar to the VGG net [SZ14d] to keep the number of model parameters small. The input
we use is the popular rectified linear units (ReLU) to model non-linearity. We also found that dense layers in the bottom do not help but only slow down computation, so we do not include them in most experiments. Dropout layers significantly improve performance, which is consistent with the CNN behaviors on natural images. Table 2.1 shows an example of the architectures of all the DL models described above.

### 2.2.4 Pipeline & System Configuration

For each audio clip (train and test), our processing pipeline consists of the following: 1) Apply the various transforms (Section 2.2.2) to each audio clip to extract the feature representations; 2) For non-temporal models such as GMMs, we treat each feature as a training example. For temporal models such as RNNs, we consider a sequence of features as one training example; 3) At test time, we apply the same pipeline as training and break the audio clip as multiple instances, and the likelihood of a class label for a test audio clip is the sum of the predicted class likelihood for each segment. The class with the highest predicted likelihood is the predicted label for the test audio clip.

We train our deep learning models with the Keras library [Cak15] built on TensorFlow, using 4 Titan X GPUs on a 128GB memory, Intel Core i7 node.

### 2.2.5 Model Ensemble

As a side experiment, in pursuit of the best performance, we ensemble all the models mentioned above. In total, we have thirty models for the problem and five different
2.3 Results

Figure 2.1 shows the cross-validation (CV) accuracy for 5 classifiers over 6 features. 60-dim and 200-dim LogMel are listed in a single column. GMM with MFCC feature is the official baseline provided in the DCASE challenge, which achieves a mean CV accuracy of 72.5%, while our best performing model (DNN with the Smile6k features) achieves a mean CV accuracy of 84.2% and test accuracy of 84.1%. The best late fusion model has an 88.1% mean CV accuracy and 88.2% test accuracy, which is competitive with the winning solution in the DCASE 2016 challenge [EZ+16].
Table 2.2: Class-wise accuracy (%) of the best CV average models. Colored rows correspond to the most challenging classes in the confusion matrix from [Dai+16]

<table>
<thead>
<tr>
<th>Location</th>
<th>GMM</th>
<th>I-Vector</th>
<th>DNN</th>
<th>RNN</th>
<th>CNN</th>
<th>Fusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach</td>
<td>69.3</td>
<td>80.7</td>
<td>89.8</td>
<td>80.3</td>
<td>78.7</td>
<td>92.3</td>
</tr>
<tr>
<td>Bus</td>
<td>79.6</td>
<td>82.4</td>
<td>95.3</td>
<td>88.6</td>
<td>72.1</td>
<td>95.3</td>
</tr>
<tr>
<td>Cafe/Rest</td>
<td>83.2</td>
<td>70.0</td>
<td>69.9</td>
<td>64.7</td>
<td>66.4</td>
<td>79.9</td>
</tr>
<tr>
<td>Car</td>
<td>87.2</td>
<td>96.1</td>
<td>87.2</td>
<td>88.8</td>
<td>99.1</td>
<td>97.2</td>
</tr>
<tr>
<td>City</td>
<td>85.5</td>
<td>90.0</td>
<td>97.3</td>
<td>96.2</td>
<td>93.5</td>
<td>89.2</td>
</tr>
<tr>
<td>Forest</td>
<td>81.0</td>
<td>92.0</td>
<td>96.4</td>
<td>95.0</td>
<td>99.8</td>
<td>99.8</td>
</tr>
<tr>
<td>Grocery</td>
<td>65.0</td>
<td>93.8</td>
<td>79.3</td>
<td>73.7</td>
<td>85.3</td>
<td>96.2</td>
</tr>
<tr>
<td>Home</td>
<td>82.1</td>
<td>65.2</td>
<td>84.8</td>
<td>75.7</td>
<td>82.9</td>
<td>88.2</td>
</tr>
<tr>
<td>Library</td>
<td>50.4</td>
<td>76.1</td>
<td>81.2</td>
<td>81.6</td>
<td>72.7</td>
<td>86.2</td>
</tr>
<tr>
<td>Metro</td>
<td>94.7</td>
<td>83.5</td>
<td>97.3</td>
<td>93.7</td>
<td>98.7</td>
<td>92.3</td>
</tr>
<tr>
<td>Office</td>
<td>98.6</td>
<td>93.1</td>
<td>99.7</td>
<td>79.6</td>
<td>97.6</td>
<td>99.7</td>
</tr>
<tr>
<td>Park</td>
<td>13.9</td>
<td>78.6</td>
<td>49.4</td>
<td>45.8</td>
<td>45.7</td>
<td>71.2</td>
</tr>
<tr>
<td>Resident</td>
<td>77.7</td>
<td>66.5</td>
<td>76.9</td>
<td>68.7</td>
<td>81.6</td>
<td>77.0</td>
</tr>
<tr>
<td>Train</td>
<td>33.6</td>
<td>72.4</td>
<td>51.1</td>
<td>61.2</td>
<td>59.2</td>
<td>65.2</td>
</tr>
<tr>
<td>Tram</td>
<td>85.4</td>
<td>84.6</td>
<td>97.0</td>
<td>90.7</td>
<td>91.7</td>
<td>92.2</td>
</tr>
<tr>
<td>Average</td>
<td>72.5</td>
<td>81.7</td>
<td>84.2</td>
<td>80.2</td>
<td>82.2</td>
<td>88.1</td>
</tr>
</tbody>
</table>

2.4 Discussion

Figure 2.1 shows that feature representation is critical for classifier performance. For neural network models (RNNs, DNNs), a larger set of features extracted from the signal processing pipeline improves performance. Among the neural network models, it is interesting to note that RNNs and CNNs outperform DNNs using MFCC, BiMFCC and Smile983 features, but DNNs outperform RNNs and CNNs on Smile6k feature. It is possible that with limited feature representation (e.g., MFCC and BiMFCC), modeling temporally adjacent pieces enhances the local feature representation and thus improves the performance of temporal models like RNNs. However, with a sufficiently expressive feature (e.g., Smile6k), temporal modeling becomes less important, and it becomes more effective to model local dynamics rather than long-range dependencies. Unlike speech, which has a long-range dependency (a sentence utterance could span 6-20 seconds), environment sounds generally lack a coherent context, as events in the environment occur more or less randomly from the listener’s perspective. A human listener of environmental noise is unlikely able to predict what sound will occur next in an environment, in contrast to speech.

Table 2.2 shows that most locations are relatively easy to identify except for a few difficult classes to distinguish, such as park and residential area, or train and tram. We can also see that various models have varying performances in different classes, and
thus performing late fusion tends to compensate for individual model’s error, leading to improved overall performance.

2.4.1 GMM & I-Vectors

The performance of non-neural network models, particularly, the GMMs suffer from the *curse of dimensionality*. That is, in the high dimensional space, the volume grows exponentially while the number of available data stays constant, leading to a highly sparse sample. In spite of being GMM-based, this issue is less prominent for the i-vector approach since its Factorial Analysis procedure always keeps the dimension low. The performance of i-vector pipeline\[KBD05\] is the best among all the models using BiMFCC feature, we observe i-vector pipeline outperforms DL models with low-dimension features. We also observe i-vector pipeline tends to do better in more noisy classes such as train and tram, while suffering in relatively quiet classes such as home and residential areas.

2.4.2 DNN

Deep classifiers are able to learn more abstract representations of the feature. Figure 2.2 shows the 1st layer of a fully connected DNN model. Here, our feature is BiMFCC (61-dim). The DNN model has 5 dense layers, each with 256 hidden units. Figure 2.2(a) shows the FFT of the weight of the first layer, and indicates the responsiveness of the 256 corresponding hidden units. We note that DNN’s neurons are more active in the MFCC range (0-23) and are less active in the delta of MFCC (24-41) and double delta dimension (42-61). If we apply a Savitzky-Golay smoothing function [SG64] which acts like a low-pass filter on each neuron’s vector (61-dim). We get Figure 2.2(b) which is the de-noised weight of the layer (each colored line corresponds with one neuron vector), which looks like a filter bank. The chaotic responses of DNN neurons also demonstrate that DNN is *not capable of* capturing temporal information in the feature.
2.4.3 RNN

Our RNN model consists of 2 bidirectional GRU layers, and they both have 512 hidden units. Figure 2.3(a) shows the neuron activation of the forward layer of the bidirectional GRU network over 100 frames. Figure 2.3(b) shows the corresponding input feature (MFCC). With a train audio, it shows that RNN neurons are stable across the time domain as long as there is no variation of features over time. This shed light on why our RNN performs better on relatively more monotonous audio scenes such as train and tram rather than event-rich audio scenes like park and residential areas. Meanwhile, there could be a potential gain from incorporating attention-based RNN [Cho+14] here to tackle those event-rich audio scenes based on audio events.
2.4.4 2D-CNN

Figure 2.4(a) shows the input to the 2D-CNN which is a log Mel energy spectrum (60-dim). Figure 2.4(b) is the weight of the 1st convolutional layer (32 convolutional filters) after FFT. This highly resembles a filter bank of bandpass filters. We notice there is a sharp transition in filters at around the 40th Mel band. This is due to the weak energy beyond the 40th Mel band shown in Figure 2.4(a). Our finding is consistent with prior work on speech data [Gol+15a]. The filter bank we learned is relatively wider compared with that learned in speech.

2.5 Conclusion

We found that deep learning models compare favorably with traditional pipelines (GMM and i-vector). Specifically, GMMs with the MFCC feature, the baseline model provided by DCASE contest, achieves 77.2% test accuracy, while the best-performing model (hierarchical DNN with Smile6k feature) reaches 88.2% test accuracy. RNN and CNN generally have performance in the range of 73-82%. Fusing the temporal specialized models (e.g. CNNs, RNNs) with resolution specialized models (DNNs, i-vector) improves the overall performance significantly. We train the classifiers independently first to maximize model diversity and fuse these models for the best performance. We find that no single model outperforms all other models across all feature sets, showing that model performance can vary significantly with feature representation. The fact that the best-performing model is the non-temporal DNN model is evidence that environmental (or “scene”) sounds do not necessarily exhibit strong temporal dynamics. This is consistent with our day-to-day experience that environmental sounds tend to be random and unpredictable. This chapter sets the foundation for the ensuing discussions within this thesis, offering readers a concise overview of the appearance of a typical audio classification system.
Chapter 3

Deep Dive into CNNs: 1D CNN + Raw Audio

3.1 Introduction

Acoustic modeling is traditionally divided into two parts: (1) designing a feature representation of the audio data, and (2) building a suitable predictive model based on the representation. However, it is often challenging and time-intensive to find the right representation in the so-called “feature-engineering” process, and the often heuristically designed features might not be optimal for the predictive task. Deep neural networks, which have achieved state-of-the-art performances in acoustic scene recognition as we have seen in Chapter 2, have increasingly blurred the line between representation learning and predictive modeling. Instead of using the hand-tuned Gaussian Mixture Model features and Mel-frequency cepstrum coefficients, neural network models can directly take as input features such as spectrograms [Han+14a] and even raw waveforms [HWW15]. By using simpler features, deep neural networks can be viewed as extracting feature representation jointly with classification, rather than separately [Sai+15]. This joint optimization is highly effective in speech recognition [Han+14a] and image classification [KSH12a], among others.

A fundamental building block of these models is the convolutional neural networks (CNNs), which can learn spatially or temporally invariant features from pixels or time-domain waveforms. CNNs have famously achieved performance competitively or even surpass human-level performance in the visual domains, such as object recognition [He+15a] and face recognition [Tai+14; SKP15a]. A common theme among these powerful CNN models is that they are usually very deep, with the number of layers ranging from tens to even over a hundred. Nonetheless, designing and training a deep network suitable for a new application domain remains challenging.
Recent works have applied CNNs to audio tasks such as environmental sound recognition and speech recognition and found that CNNs perform well with just the raw waveforms [Tüs+14; Sai+15; Gol+15b]. In one case, CNNs with time-domain waveforms can match the performance of models using conventional features like log-mel features as mentioned in Chapter 2. These works, however, have mostly considered only less deep networks, such as two convolutional layers [Sai+15; Pic15a].

In this chapter, we study very deep architectures with up to 34 weight layers, directly using time-series waveforms as the input. Our deep networks are efficient to optimize over long sequences (e.g., vector of length 32000), necessary for processing raw audio waveforms. Our architectures use a very small receptive field in the convolutional layers, but a large receptive field in the first layer chosen based on the audio sampling rate to mimic the bandpass filter. Our models are fully convolutional, without fully connected layers and dropout, in order to maximize the representation learning in the convolutional layers and can be applied to audio of varying lengths. By applying batch normalization [IS15a], residual learning [He+15a], and a careful design of down-sampling layers, we overcome the difficulties in training very deep models while keeping the computation cost low.

On an environmental sound recognition task [SJB14a], we show that deep networks improve the performance of networks with 2 convolutional layers by over 15% in absolute accuracy. We further demonstrate that the performance of deep models using just the raw signal is competitive with models using log-mel features [Pic15a].

### 3.2 Very Deep Convolutional Networks

Table 3.1 outlines the 5 architectures we consider. Our architectures take as input time-series waveforms, represented as a long 1D vector, instead of hand-tuned features or specially designed spectrograms. Key design elements are:

**Deep architectures.** To build very deep networks, we use very small receptive field 3 for all but the first 1D convolutional layers\(^1\). This reduces the number of parameters in each layer and controls the model sizes and computation cost as we go deeper. Furthermore, we aggressively reduce the temporal resolution in the first two layers by 16x with large convolutional and max pooling strides to limit the computation cost in the rest of the network [Sze+15]. After the first two layers, the reduction of resolution is complemented by a doubling in the number of feature maps\(^2\). We use rectified linear units (ReLU) for lower computation cost, following [Zei+13; SZ14b].

\(^1\)Small receptive fields were first popularized by [SZ14b] for 2D images.

\(^2\)In the visual domain this change in resolution and the number of features maps leads to more specialized filters at the higher layers (e.g., feature maps responding to faces) and more basic filters at the bottom (e.g., feature maps responding diagonal lines).
**Table 3.1:** Architectures of proposed fully convolutional network for time-domain waveform inputs. M3 (0.2M) denotes 3 weight layers and 0.2M parameters. [80/4, 256] denotes a convolutional layer with receptive field 80 and 256 filters, with stride 4. Stride is omitted for stride 1 (e.g., [3, 256] has stride 1). [...] × k denotes k stacked layers. Double layers in a bracket denote a residual block and only occur in M34-res. Output size after each pooling is written as m × n where m is the size in time-domain and n is the number of feature maps and can vary across architectures. All convolutional layers are followed by batch normalization layers, which are omitted to avoid clutter. Without fully connected layers, we do not use dropout [Sri+14] in these architectures.

**Fully convolutional networks.** Most deep convolutional networks for classification use 2 or more fully connected (FC) layers of high dimensions (e.g., 4096 in [SZ14b; KSH12a]) for discriminative modeling, leading to a very high number of parameters. We hypothesize that most of the learning occurs in the convolutional layers, and with a sufficiently expressive representation from convolutional layers, no FC layer is necessary. We, therefore, adopt a **fully convolutional** design for our network construction [He+15a; LSD15]. Instead of FC layers, we use a single global average pooling layer which reduces each feature map into one float by averaging the activation across the temporal dimension. By removing FC layers, the network is forced to learn good representation in the convolutional layers, potentially leading to better generalization. We support this design decision in our evaluation and demonstrate that fully convolutional networks perform comparably or better compared with their counterparts endowed with FC layers.
First layer receptive field. Time-domain waveforms at a reasonable sampling rate (e.g., 8000Hz) over a few seconds could have a very large number of samples along a single dimension. If we exclusively use the small receptive field for all convolutional layers such as in [SZ14b], which uses 3x3 in pixel for all layers, our model would need many layers in order to abstract high-level features, which could be computationally expensive. Furthermore, the audio sampling rate could affect the receptive field size in the first layer, since a field size of 80 at 8kHz sampling rate is at a different length scale than at 16kHz sampling rate. We thus choose our first layer receptive field to cover a 10-millisecond duration, which is similar to the window size for many MFCC computations. In Section 3.3 we show that a much smaller or larger receptive field gives poor performance.

Batch Normalization. We adopt auxiliary layers called batch normalization (BN) [IS15a]
that alleviate the problem of exploding and vanishing gradients, a common problem in optimizing deep architectures. BN normalizes the output of the previous layer so the gradients are well-behaved. This makes possible training very deep networks (M18, M34-res) that were not studied previously [Ser+16]. Following [IS15a], we apply BN on the output of each convolutional layer before applying ReLU non-linearity.

**Residual Learning.** Residual learning [He+15a] is a learning framework to ease the training of very deep networks. Normally we train a block of neural network layers to fit a desired mapping $\mathcal{H}(x)$ of $x$ (x being the input to the layers). In the residual framework, we instead let the block of layers approximate $\mathcal{F}(x) = \mathcal{H}(x) - x$, the residual mapping. Residual learning is achieved through a skip connection in the residual block (“res-block”, Figure 3.1b). We apply residual learning in M34-res (Table 3.1).

### 3.3 Experiment Details

We use the UrbanSound8k dataset which contains 10 environmental sounds in urban areas, such as drilling, car horn, and children playing [SJB14a]. The dataset consists of 8732 audio clips of 4 seconds or less, totaling 9.7 hours. We use the official fold 10 to be our test set, and the rest for training and validation. For computational speed, the audio waveforms are down-sampled to 8kHz and standardized to 0 mean and variance 1. We shuffle the training data but do not perform data augmentation.

We train the CNN models using Adam [KB14a], a variant of stochastic gradient descent that adaptively tunes the step size for each dimension. We run each model for 100-400 epochs (defined as a pass over the training set) until convergence. The weights in each model are initialized from scratch without any pre-trained model. We use Glorot initialization [GB10] to avoid exploding or vanishing gradients. All weight parameters are subjected to $\ell_2$ regularization with a coefficient of 0.0001. Our models are implemented in Tensorflow [Aba+16] and trained on machines equipped with a Titan X GPU.³

**Additional Models.** To aid analysis, we train variants of models in Table 3.1. The “fc” models replace the global average pooling layer with 2 fully connected (FC) layers of dimension 1000 (Table 3.5), since many conventional deep convolutional networks use 2 FC layers of dimension in the thousands [KSH12a; SZ14b; Pic15a]. Following these works, we also use a dropout layer between each FC layer for regularization, with a dropout rate of 0.3. We insert a batch normalization layer after each FC layer to aid training. These models have substantially more parameters than the original models due to the FC layers (Table 3.5). Additionally, M3-big and M5-big (Table 3.4) are variants of M3 and M5,

³Due to copyright complications, we did not release our original implementation. We note there are very successful reproducing efforts: [https://github.com/philipperemy/very-deep-convnets-raw-waveforms.git](https://github.com/philipperemy/very-deep-convnets-raw-waveforms.git). Interested readers can follow their re-implementation.
respectively, with 50% and 100% more filters (e.g., 384/256 filters in the first convolutional layer in M3-big/M5-big).

### 3.4 Results and Analyses

Table 3.2 shows the test accuracies and training time for models in Table 3.2. We first note that M3 performs very poorly compared with the other models, indicating that 2-layered CNNs are insufficient to extract discriminative features from raw waveforms for sound recognition. This is in contrast with models using the spectrogram as input, which achieve good performance with just 2 convolutional layers [Pic15a], and shows that applying CNN directly on time-series data is challenging. M3-big, a variant of M3 with 50% more filters and 2.5x more parameters, does not significantly improve the performance (Table 3.4), showing that shallow models have limited capacity to capture time-series inputs even with a larger model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3</td>
<td>56.12%</td>
<td>77s</td>
</tr>
<tr>
<td>M5</td>
<td>63.42%</td>
<td>63s</td>
</tr>
<tr>
<td>M11</td>
<td>69.07%</td>
<td>71s</td>
</tr>
<tr>
<td>M18</td>
<td>71.68%</td>
<td>98s</td>
</tr>
<tr>
<td>M34-res</td>
<td>63.47%</td>
<td>124s</td>
</tr>
</tbody>
</table>

Table 3.2: Test accuracies and training time per epoch (a sweep over the training set) for models in Table 3.1 on UrbanSound8k dataset using a Titan X GPU.

Deeper networks (M5, M11, M18, M34-res) substantially improve the performance. The test accuracy improves with increasing network depth for M5, M11, and M18. Our best model M18 reaches 71.68% accuracy, close to the reported test accuracy of CNNs on spectrogram input using the same dataset [Pic15a]⁴. The performance increases cannot be simply attributed to the larger number of parameters in the deep models. For example, M5-big has 2.2M parameters (Table 3.4) but only achieves 63.30% accuracy, compared with the 69.07% by M11 (1.8M parameters). By using a very deep architecture, M18 outperforms M3 by as much as 15.56% in absolute accuracy, which shows that deeper architectures substantially improve acoustic modeling using waveforms. Furthermore, by using an aggressive down-sampling in the initial layers, very deep networks can be economical to train (Table 3.2 Time column). When we use stride 1 instead of 4 in the first convolutional layer for M11, we observe a 3.5x increase in training time but a lower test accuracy (67.37%) after 10 hours of training, compared with 68.42% test accuracy reached in 2 hours by M18.

⁴Figure 4 in [Pic15a] reports ~73% accuracy using CNN model on log-mel features, with probability voting. We point out that we have a different evaluation scheme: we use the 10th fold as a test set, while [Pic15a] performs a 10-fold evaluation. Also, we use sound at an 8kHz sampling rate while they use the original 44.1kHz.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11-srf</td>
<td>64.78%</td>
</tr>
<tr>
<td>M18-srf</td>
<td>65.55%</td>
</tr>
<tr>
<td>M11-lrf</td>
<td>65.67%</td>
</tr>
<tr>
<td>M18-lrf</td>
<td>65.08%</td>
</tr>
</tbody>
</table>

Table 3.3: Test accuracies for M11 and M18 variants different receptive fields in the first convolutional layer. M11-srf and M18-srf have receptive field 8; M11-lrf and M18-lrf have 320.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test</th>
<th># Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3-big</td>
<td>57.55%</td>
<td>0.5M</td>
</tr>
<tr>
<td>M5-big</td>
<td>63.30%</td>
<td>2.2M</td>
</tr>
</tbody>
</table>

Table 3.4: Test accuracies for M3, M5 variants with more filters in the convolutional layers. M3-big, M5-big have 50% and 100% more filters (384 and 256 filters in the first layers, respectively).

Interestingly, the performance improves with depth up to M18, at 71.68% test accuracy. M34-res only achieves 63.47% test accuracy. This is due to overfitting. We observe that with residual learning we have no problem optimizing deep networks like M34-res, and M34-res reaches an extremely high training accuracy of 99.21%, compared with 96.72% training accuracy by M18. We also observe overfitting in a residual variant of M11 network (not shown here) which reaches higher training accuracy but a lower test accuracy (by 0.17%). Overfitting caused by very deep networks is well documented [He+15a]. We believe that our dataset is too small to train M34-res without further regularization. Nonetheless, M34-res still outperforms M3 and M5.

We compare our fully convolutional network with conventional networks that use large fully connected layers (FC) for classification. Table 3.5 shows that FC layers can increase the number of parameters significantly and increase training time by 2~95%. However, FC layers do not improve test accuracy, and in the cases of M3-fc and M11-fc the additional FC layers lead to lower test accuracy (i.e., poorer generalization). We believe that the lack of FC layers in our network design pushes learning down to convolutional layers, leading to better representation and generalization.

To understand the effect of the receptive field (RF) size in the first convolutional layer, we train M11-srf and M18-srf, variants of M11 and M18 with RF 8, and M11-lrf and M18-lrf with RF 320. Table 3.3 shows that the performance degrades significantly by 4.29% and 6.13% absolutely for M11 and M18, respectively compared to M11 and M18 with RF 80 shown in Table 3.2. Previous works have shown that the first convolutional layer, when trained on raw waveforms, mimics wavelet transforms [Tüs+14; Sai+15]. Our results suggest that a small RF popularized by vision models is insufficient to capture the necessary bandpass filter characteristics in the first convolutional layer, while a large RF smooth out local structures and cannot effectively detect local impulse patterns.

We study the effect of batch normalization (BN) in optimizing very deep networks (Table 3.6). Without BN, both M11-no-bn and M18-no-bn can be optimized to high training
Table 3.5: Test accuracy for models in Table 3.1 endowed with fully connected (FC) layers. Time is training time per epoch.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test</th>
<th># Parameters</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3-fc</td>
<td>46.82%</td>
<td>129M</td>
<td>150s</td>
</tr>
<tr>
<td>M5-fc</td>
<td>62.76%</td>
<td>18M</td>
<td>66s</td>
</tr>
<tr>
<td>M11-fc</td>
<td>68.29%</td>
<td>1.8M</td>
<td>73s</td>
</tr>
<tr>
<td>M18-fc</td>
<td>64.93%</td>
<td>8.7M</td>
<td>100s</td>
</tr>
</tbody>
</table>

Table 3.6: Test accuracies for model variants without batch normalization.

<table>
<thead>
<tr>
<th>Model</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>M11-no-bn</td>
<td>98.58%</td>
<td>69.38%</td>
</tr>
<tr>
<td>M18-no-bn</td>
<td>99.33%</td>
<td>62.48%</td>
</tr>
<tr>
<td>M34-no-bn</td>
<td>10.96%</td>
<td>11.45%</td>
</tr>
</tbody>
</table>

accuracy. Note that M18-no-bn results in lower test accuracy, indicating that BN has a regularization effect [IS15a]. M34-no-bn could not be optimized without BN and performs close to random guess (10%) after 159 epochs of training.

Fig. 3.2 shows the learned kernels for M18 variants with different RF sizes in the first convolution layer. All of them learn a filter bank of bandpass filter. M18 (Fig. 3.2 left) has well-distributed filters. In contrast, the small RF model (Fig. 3.1 middle) has much more dispersed bands, and thus lower frequency resolution for subsequent layers. Conversely, a large RF model (Fig. 3.2 right) has fine-grained filters but does not have sufficient filters in the high-frequency range, showing that it cannot effectively respond to local high-frequency impulses.

Figure 3.2: Kernels of the first convolutional layer (Conv1D) after Fourier transformation, sorted by activation frequencies.

Left: M18. Middle: M18-srf (small receptive field). Right: M18-lrf (large receptive field).
3.5 Conclusion

In this chapter, we analyzed very deep convolutional neural networks that operate directly on acoustic waveform inputs. Our networks, up to 34 weight layers, are efficient to optimize, thanks to the combination of batch normalization, residual learning, and down-sampling. We use a broad receptive field (RF) in the first convolutional layer and narrow RFs in the rest of the network. Our results show that a deep network with 18 weight layers outperforms networks with 2 convolutional layers by 15.56% accuracy absolutely and achieves 71.8% accuracy, competitive with CNNs using log-Mel spectrogram inputs [Pic15a]. Our fully convolutional networks compare favorably with those with fully connected layers. We also show that an appropriate receptive field size in the first convolutional layer based on the sampling rate of the input audio boosts performance considerably. The deep architectures we propose have the potential to enhance the performance of CNNs in audio recognition and other time-series modeling applications.

At the time of writing this thesis, this work has garnered quite some interest in the community over the years. There are 2 independent open-source effort reimplementing our system in Keras(TensorFlow)⁵ and PyTorch⁶. We also observed 1D-CNN being the top choice to encode raw audio waveforms, SoTA neural Encodec system [Déf+22] achieving high-fidelity audio encoding and decoding adopted similar intuition.

⁵https://github.com/philipperemy/very-deep-convnets-raw-waveforms
⁶https://github.com/uvipen/Very-deep-cnn-pytorch
Chapter 4

Multiple Instance Learning and Pooling

4.1 Introduction

Previous chapters relied on training models using a supervised learning paradigm which requires strongly labeled data. However, given the difficulty and high resource requirement of annotating large datasets, there are only a few datasets that are publicly available and are often of limited size [SJB14b][MHV16b]. Motivated by this, many recent works have explored the use of weakly labeled data for training AED systems. One approach is to transform the audio into time-frequency representations and apply a convolutional recurrent neural network to tag or classify the entire clip [Ç+17][Cho+17]. These methods, however, involve high complexity and computation time as the recurrent and subsequent pooling layers require the full clip to be parsed before a decision can be made. Another approach for learning with weak labels is to treat segments in an audio clip as a bag of instances and apply multiple instance learning [Bab08]. The MIL model assumes independent labels for each instance and accounts for the uncertainty of the weak labels by assigning a positive bag label only if there is at least one positive instance. Evidently, this paradigm is more suitable for portable applications as the classifier can be applied to individual instances which is ideal for real-time operation.

In this chapter, we propose to enhance the framework for multi-class MIL using convolutional audio embeddings. Different from prior works, our proposed architecture addresses the issue of building low-complexity models with a small footprint for real-time applications. We propose the use of audio embeddings as input features and show that by using pre-trained embeddings the MIL model can be implemented with a simple DNN architecture. The use of audio embeddings also significantly improves AED accuracy compared to random initialization.
4.2 Multiple Instance Learning

4.2.1 MIL Framework

The task of detecting audio events using weakly labeled training data can be formulated as a multiple-instance learning problem [KR16]. In the case of binary classification, the relationship between instance labels and bag labels often obeys the standard multiple instance (SMI) assumption: the bag label is positive if and only if the bag contains at least one positive instance. In MIL, labels are assigned to bags of instances without explicitly specifying the relevance of the label to individual instances. All that is known is one or more instances within the bag contribute to the bag label. Applying this framework to our task, we view audio clip \( i \) as a bag of instances \( B_i = \{x_{ij}\} \) where each instance \( x_{ij} \) is an audio segment \( j \) of shorter duration. We then assign all the labels of the clip to the bag so that each bag has the label \( Y_i = \{y_{in}\} \) where \( y_{in} = 1 \) indicates the presence of audio event \( n \). The goal of the MIL problem is then to classify labels of unseen bags given only the bag and label pairs \((B_i, Y_i)\) as training data. In this we work we implement the MIL framework using neural networks.

4.2.2 MIL using Pooling layers

In our implementation, we generate instances by segmenting the audio clip into non-overlapping 1-second segments and taking the time-frequency representations. The segment size was chosen as a balance between the number of total instances and coverage of audio events. We use a frame size of 25ms with a 10ms shift in the short-time Fourier transform and integrate the power spectrogram into 64 Mel-spaced frequency bins. A log transform is then applied to the spectrogram. We also use the first delta as an additional input channel.

Since the spectrogram can be viewed as an image we employ convolutional layers for feature extraction. We reference CNN architectures proven to have good performance in the field of computer vision. Specifically, we use the first three conv groups from VGG-16 [SZ14a] and add two fully-connected layers of size 3072 and 1024. Batch normalization is added after each convolutional layer. The ReLU activation function is used in all layers. As our goal is a multi-label system we apply a sigmoid activation function and view the outputs as independent posterior probability estimates for each class. We use a reduced version of the full VGG model because (1) we are exploring compact models for portable applications and (2) the subset dataset does not contain enough samples to train large models without overfitting. This is where pooling functions are critical, they effectively aggregate the frame level predictions to bag level and made efficient use of the labels. After the aggregation of pooling, the multi-class MIL loss can then be defined as simply the cross entropy loss summed over all the classes, which is:
\[
L = - \sum_n (y_{in} \log \hat{y}_{in} + (1 - y_{in}) \log (1 - \hat{y}_{in}))
\]

We use the Chain rule to decompose its gradient w.r.t. the frame-level probability \(y_i\) and the frame-level weight \(w_i\).

\[
\frac{\partial L}{\partial y_i} = \frac{\partial L}{\partial \hat{y}_{in}} \frac{\partial \hat{y}_{in}}{\partial y_i}, \quad \frac{\partial L}{\partial w_i} = \frac{\partial L}{\partial \hat{y}_{in}} \frac{\partial \hat{y}_{in}}{\partial w_i}
\]

where the first term \(\frac{\partial L}{\partial \hat{y}_{in}} = -\frac{y_{in}}{\hat{y}_{in}} + \frac{1-y_{in}}{1-\hat{y}_{in}}\) does not depend on the choice of the pooling function. It is negative when the recording label is positive \((y_{in} = 1)\), and positive when the recording label is negative \((y_{in} = 0)\). Now, let’s dive into the various pooling functions that we can use and analyze their corresponding gradients: \(\frac{\partial \hat{y}_{in}}{\partial y_i}\) and \(\frac{\partial \hat{y}_{in}}{\partial w_i}\).

**Max Pooling:** To obtain a prediction for the entire bag we adopt a naïve approach and assign the label of the maximum scoring instance to the bag. The motivation behind this is in part due to the fact that since instances in a continuous audio clip are not i.i.d. many MIL algorithms are not applicable [Bab08]. However, this approach is still beneficial as it allows us to train an instance classifier that can be applied in a real-time scenario. Using this approach, the final bag label is obtained using a max pooling layer. That is

\[
\tilde{Y}_i = \{\hat{y}_{in}\} = \{\max_j f_n(x_{ij})\}, \quad \frac{\partial \hat{y}_{in}}{\partial y_i} = \begin{cases} 1 & \text{if } y_i = \hat{y}_{in} \\ 0 & \text{otherwise} \end{cases}
\]

where \(f_n(x_{ij})\) is the predicted probability of class \(n\) on instance \(x_{ij}\). The fact that only one frame receives a non-zero gradient may cause many frame-level false negatives. The gradient for this single frame, though, does have the correct sign: when \(y_{in} = 1\), the gradient \(\frac{\partial \hat{y}_{in}}{\partial y_i}\) is negative, so the frame-level probability \(y_i\) will be boosted in order to reduce the loss; when \(y_{in} = 0\), the gradient is positive, so \(y_i\) will be suppressed.

**Average Pooling:** The average pooling function [Sha+18] assigns equal weight to all frames.

\[
\tilde{Y}_i = \frac{1}{n} \sum_i y_i, \quad \frac{\partial \hat{y}_{in}}{\partial y_i} = \frac{1}{n}
\]

This means the gradient is distributed evenly across all frames. For negative recordings, this will suppress the probability \(y_i\) of all frames, and this is correct behavior. For positive recordings, however, not all frames should be boosted, and the average pooling function can produce a lot of false positive frames. The equation appears to defy the SMI assumption, but it is reported to perform better than the max pooling function in [Sha+18].
**Linear Softmax Pooling:** Softmax pooling functions compute $y$ as a weighted average of the $y_i$'s, where larger $y_i$'s receive larger weights. In this way, the recording-level probability is still mainly determined by the larger frame-level probabilities, but frames with smaller probabilities get a chance to receive an error signal. The linear softmax function assigns weights equal to the frame-level probabilities $y_i$ themselves.

$$
\hat{Y}_i = \frac{\sum_i y_i^2}{\sum_i y_i}, \quad \frac{\partial \hat{y}_i}{\partial y_i} = 2y_i - \hat{y}_i
$$

$\frac{\partial \hat{y}_i}{\partial y_i}$ is positive where $y_i > \hat{y}_i/2$, which gives rise to complicated and interesting behavior. For positive recordings ($y_{in} = 1$), the gradient is negative where $y_i > \hat{y}_i/2$, and positive where $y_i < \hat{y}_i/2$. As a result, larger $y_i$'s will be boosted, while smaller $y_i$'s will be suppressed. This is exactly the desired behavior under the SMI assumption: the frame-level probabilities are driven to the extremes 0 and 1, resulting in well-localized detection of sound events. For negative recordings ($y_{in} = 0$), the gradient is positive where $y_i > \hat{y}_i/2$, and negative where $y_i < \hat{y}_i/2$. This means all frame-level probabilities will be pushed toward $\hat{y}_i/2$. Considering that $\hat{y}_i$ is a weighted average of the $y_i$'s, given enough iterations, all the $y_i$'s will converge to zero as desired.

**Exponential Softmax Pooling:** The exponential softmax function assigns a weight of $\exp(y_i)$ to the frame-level probability $y_i$.

$$
\hat{Y}_i = \frac{\sum_i y_i \exp(y_i)}{\sum_i \exp(y_i)}, \quad \frac{\partial \hat{y}_i}{\partial y_i} = (1 - y_{in} + y_i) \frac{\exp(y_i)}{\sum_i \exp(y_i)}
$$

$\frac{\partial \hat{y}_i}{\partial y_i}$ is always positive. As a result, the exponential pooling function also has the concern of producing too many false positive frames. Nevertheless, the problem is less serious compared to average pooling, because smaller $y_i$ receives smaller gradients.

**Attention pooling function:** [Kon+18], the weights for each frame $w_i$ are learned with a dedicated layer in the network. The recording-level probability $y$ is then computed using the general weighted average formula. The attention pooling function appears to be most favored by researchers because of its flexibility, and variants have emerged such as the multi-level attention in [Yu+18].

$$
\hat{Y}_i = \frac{\sum_i y_i w_i}{\sum_i w_i}, \quad \frac{\partial \hat{y}_i}{\partial y_i} = \frac{w_i}{\sum_j w_j}, \quad \frac{\partial \hat{y}_i}{\partial w_i} = \frac{y_i - \hat{y}_i}{\sum_j w_j}
$$

$\frac{\partial \hat{y}_i}{\partial y_i}$ is always positive. Therefore, the frame-level probabilities will be boosted or suppressed according to the recording label, with strengths proportional to the learned weights. This is correct behavior if frames with larger probabilities $y_i$ also get larger weights $w_i$. However,
because the weights $w_i$ are also learned, we should also consider $\frac{\partial \hat{y}_{in}}{\partial w_i}$, the gradient of the loss function w.r.t. the weights: this term is positive where $y_i > \hat{y}_{in}$. When the recording is positive, this will cause the weight $w_i$ to rise where the frame-level probability $y_i$ is large and to shrink where the $y_i$ is small, agreeing with the motivation that frames with larger probabilities $y_i$ should get larger weights $w_i$. When the recording is negative, however, the opposite phenomenon will happen: larger weights will concentrate upon frames with smaller probabilities. This has serious consequences: while the recording-level probability $\hat{y}_{in}$ is indeed small, there are frames with large probabilities $y_i$ and small weights $w_i$, which means the recording-level prediction and frame-level predictions will be inconsistent with the SMI assumption, and the frames with large probabilities will end up being false positives for localization.

Figure 4.1: The architecture of MIL using CNN. Backpropagation is performed along the MAX instance for each class in the max pooling case. Other pooling functions will go through all blocks.
4.2.3 MIL using Audio Embeddings

Our model infers that for a certain class, the highest-scoring instances are most important and contribute directly to the corresponding bag label. The training of the neural network to identify these important instances is similar to an expectation maximization (EM) approach. However, there are two possible issues that may result from this model. The first is that as with most EM methods, system performance highly depends on the initialization point. With a bad initialization point, the model chooses the wrong instance as being indicative of the class label and optimizes on irrelevant input. These types of errors would be hard to recover from if there is a high variation for each individual audio event. A second issue is that by using a max pooling layer over all instances back-propagation will only propagate through the maximum scoring instance. This may result in some instances being ignored for most of the training. While this focus on relevant instances only is the central idea of MIL, it greatly reduces robustness to noise that occurs intermittently in the audio. We propose that the use of pre-trained audio embeddings can alleviate the above issues. By using audio embeddings as features we postulate that audio events as well as noise conditions can be better represented which can improve the performance of the MIL framework.

Similar to [Her+17a] we generate audio embeddings by training a CNN to give frame-wise predictions of the clip label. The input features are 128-bin log-mel spectrograms computed over 1-second segments of audio by short-time Fourier transform. We use the clip label as the target for all 1-second segments in the audio clip. The outputs from the penultimate layer of the CNN are then extracted and used as input to the MIL framework. We use the same CNN structure described in the previous section but add an additional fully-connected layer of size 512 to generate the final audio embedding. Since frame-wise training of the instances results in badly labeled data, the final model selection of the embedding CNN is crucial in generating meaningful embeddings. We use the maximum of frame-wise predictions as the predicted clip label and select the CNN model with the best performance at the clip-level using held-out validation data.

The MIL-DNN system is similar in architecture to the MIL-CNN but uses audio embeddings as features for each instance. The convolutional layers are replaced with fully-connected layers as we no longer deal with images. The best-performing system has four hidden layers using a ReLU activation function with layer sizes of 512, 512, 256, and 128. The architecture of the MIL-DNN framework is shown in Figure 4.2.

One step further, we added more pooling layers in between the CNN layers and added RNN blocks in the end to capture the temporal correlation. This architecture was named TALNet [WLM19], and could achieve competitive performance till 2022. The architecture of TALNet is shown in Chapter 6 Figure 6.1 (B).
4.3 Dataset & Challenges

4.3.1 Dataset

We evaluated our models on Google’s AudioSet \cite{Gem+17a}. AudioSet is an extensive collection of 10-second YouTube clips annotated over a large number of audio events. This dataset contains 632 audio event classes and over 2 million sound clips, however as a proof of concept we refer to a subset released by the DCASE 2017 challenge \cite{BSE17}. The challenge subset contains 17 audio event classes divided into two categories: Warning and Vehicle sounds. These audio events are highly focused on transportation scenarios and are primed towards evaluating AED systems for self-driving cars, smart cities, and related areas. The subset contains 51,172 samples which are around 142 hours of audio. The class names and number of samples per class are shown in Table 4.1.
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<table>
<thead>
<tr>
<th>Class Name</th>
<th>Samp #</th>
<th>Class Name</th>
<th>Samp #</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Warning Sounds</strong></td>
<td></td>
<td><strong>Vehicle Sounds</strong></td>
<td></td>
</tr>
<tr>
<td>Car alarm</td>
<td>273</td>
<td>Skateboard</td>
<td>1,617</td>
</tr>
<tr>
<td>Reversing beeps</td>
<td>337</td>
<td>Bicycle</td>
<td>2,020</td>
</tr>
<tr>
<td>Air/Truck horn</td>
<td>407</td>
<td>Train</td>
<td>2,301</td>
</tr>
<tr>
<td>Train horn</td>
<td>441</td>
<td>Motorcycle</td>
<td>3,291</td>
</tr>
<tr>
<td>Ambulance siren</td>
<td>624</td>
<td>Car passing by</td>
<td>3,724</td>
</tr>
<tr>
<td>Screaming</td>
<td>744</td>
<td>Bus</td>
<td>3,745</td>
</tr>
<tr>
<td>Civil defense siren</td>
<td>1,506</td>
<td>Truck</td>
<td>7,090</td>
</tr>
<tr>
<td>Police siren</td>
<td>2,399</td>
<td>Car</td>
<td>25,744</td>
</tr>
<tr>
<td>Fire engine siren</td>
<td>2,399</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Class labels and number of samples per class.

### 4.3.2 Challenges of the Dataset

The main challenge of the dataset is the noisiness of YouTube data. As clips are user-submitted and mostly recorded using consumer devices in real-life environments, audio events are often far-field and corrupted with a variety of noise, including human speech, music, wind noise, etc. Another challenge is the variability of audio events. Even within the class, the characteristic of an audio event can vary drastically. An example of this is the use of different types of sirens by different regions which would make it hard to differentiate between *ambulance* and *fire truck sirens*. In short, it is possible that each label type encompasses all possible global variations of that category.

Finally, the number of samples per class is also highly imbalanced in the subset dataset. The imbalance ratio of the least occurring to most occurring class is 1:94. While this issue can be alleviated through machine learning techniques, the inherent shortage of information in minority classes may result in bad generalization of those classes.

These issues are further discussed in Chapter 6 Section 6.4. In Chapter 6, we also developed data-balancing techniques: a weight to the loss proportional to the inverse frequency of each class to combat the class imbalance issue mentioned above.

### 4.4 Experimental Setup and Results

In all experiments, we used cross entropy as the loss function and the Adam optimizer [KB14b] to perform weight updates. To handle class imbalance the loss function was weighted inversely proportional to the number of samples for each class. For model selection of the embedding CNN, we adopted a clip-level validation scheme. The posterior class probabilities were averaged over all instances in a clip and the model with the best clip tagging accuracy was selected to generate audio embeddings.
We compared our MIL framework to an MLP baseline from the DCASE challenge [BSE17]. The best F1-score achieved by our MIL system using a CNN architecture on a two-fold cross-validation setup was 22.4%. Using audio embeddings as features and only a DNN as classifier the performance improved to 31.4% which is 20.5% absolute improvement from the DCASE baseline. We compared it to a MIL framework where the DNN classifier is replaced with a 3-layer Bi-LSTM RNN and found that results were comparable to DNNs. We also applied late-fusion to models with different hyper-parameters using a weighted majority voting scheme which improved the F1-score further to 35.3%. The weights of the voting scheme were based on model validation accuracy. Finally, we show that the performance of our MIL framework improves to 46.5% using embeddings from AudioSet. These embeddings are part of AudioSet and trained with a CNN architecture from [Her+17a] using the YouTube-8M dataset [Abu+16]. Table 4.2 shows the performance and parameter number of the different models trained on the DCASE 2017 subset and the full AudioSet [Gem+17b] respectively. Table 4.2 and Table 4.3 also empirically verified our theoretical analysis in Section 4.2.2. Evidently, all the other four pooling functions outperform max pooling in terms of F1 for both audio tagging and localization. Although the linear softmax system is not the best in terms of all the evaluation metrics, it is the only system that achieves a low error rate and a high F1 for localization. The max pooling system falls behind on the F1, while the other three systems exhibit excessively high error rates. The confusion matrix for the proposed MIL system is shown in Figure 4.3. Although there is high confusability in the Car class, which may be due to the imbalance of labels, the system is still able to distinguish between classes with relative accuracy.

4.5 Discussion

Under similar performance conditions, the MIL system using DNN reduces the number of parameters by a factor of almost 10 compared to a 3-layer Bi-LSTM RNN. In terms of evaluation runtime, the DNN model is also up to 5 times faster than RNNs. The DNN model is able to handle 2,500 samples per second compared to 500 samples with RNN using an NVIDIA GTX-1080 GPU.

In addition, by using independent instance classifiers our system is able to run in real-time and give running predictions of audio events. This property is crucial when applying AED in smart cars as events such as sirens and horns have to be detected as soon as they occur.

Finally, as shown by the gain in performance through the use of AudioSet embeddings, the MIL system can easily be improved through transfer learning of other sound events. An interesting observation from our experiments is that joint optimization of the pre-trained embedding CNN with the MIL loss did not improve performance much above random initialization. This shows that audio embeddings already contain rich acoustic information.
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<table>
<thead>
<tr>
<th>Model</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F1</th>
<th>Err Rate</th>
<th>Param #</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trained and tested on DCASE 2017 subset 50k samples</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline [BSE17]</td>
<td>7.9</td>
<td>17.6</td>
<td>10.9</td>
<td>-</td>
<td>13K</td>
</tr>
<tr>
<td>MIL-CNN</td>
<td>19.6</td>
<td>26.1</td>
<td>22.4</td>
<td>-</td>
<td>29M</td>
</tr>
<tr>
<td>MIL-RNN-Embed</td>
<td>23.7</td>
<td>38.1</td>
<td>29.2</td>
<td>-</td>
<td>6.5M</td>
</tr>
<tr>
<td>MIL-DNN-Embed</td>
<td>25.4</td>
<td>41.3</td>
<td>31.4</td>
<td>-</td>
<td>7.0M</td>
</tr>
<tr>
<td>Ensemble</td>
<td>28.6</td>
<td>46.0</td>
<td>35.3</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>MIL-DNN-AudioSet</td>
<td>41.9</td>
<td>52.2</td>
<td>46.5</td>
<td>-</td>
<td>7.0M</td>
</tr>
<tr>
<td><strong>Trained on full Audioset 2M samples tested on DCASE 2017 subset 50k samples</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TALNet-Max Pooling</td>
<td>49.0</td>
<td>32.2</td>
<td>42.2</td>
<td>81.5</td>
<td>8M</td>
</tr>
<tr>
<td>TALNet-Average Pooling</td>
<td>42.2</td>
<td>49.6</td>
<td>46.8</td>
<td>101.8</td>
<td>8M</td>
</tr>
<tr>
<td>TALNet-Linear Softmax</td>
<td>46.2</td>
<td>48.5</td>
<td>45.4</td>
<td><strong>78.9</strong></td>
<td>8M</td>
</tr>
<tr>
<td>TALNet-Exp. Softmax</td>
<td>42.3</td>
<td>48.6</td>
<td>46.2</td>
<td>89.2</td>
<td>8M</td>
</tr>
<tr>
<td>TALNet-Attention</td>
<td>39.6</td>
<td>48.6</td>
<td>45.5</td>
<td>92.0</td>
<td>8M</td>
</tr>
</tbody>
</table>

Table 4.2: Comparisons of precision, recall, F1-score (%), and number of parameters for the various models.

<table>
<thead>
<tr>
<th>Pooling</th>
<th>mAP</th>
<th>AUC</th>
<th>d-prime</th>
<th>Train Set#</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Her+17a]</td>
<td>0.314</td>
<td>0.959</td>
<td>2.45</td>
<td>1M</td>
</tr>
<tr>
<td>[Kon+18]</td>
<td>0.327</td>
<td>0.965</td>
<td>2.558</td>
<td>2M</td>
</tr>
<tr>
<td>[Yu+18]</td>
<td>0.360</td>
<td>0.97</td>
<td>2.66</td>
<td>2M</td>
</tr>
<tr>
<td>Max Pooling</td>
<td>0.351</td>
<td>0.961</td>
<td>2.497</td>
<td>2M</td>
</tr>
<tr>
<td>Average Pooling</td>
<td>0.361</td>
<td><strong>0.966</strong></td>
<td>2.574</td>
<td>2M</td>
</tr>
<tr>
<td>Linear Softmax</td>
<td>0.359</td>
<td><strong>0.966</strong></td>
<td>2.575</td>
<td>2M</td>
</tr>
<tr>
<td>Exp. Softmax</td>
<td><strong>0.362</strong></td>
<td>0.965</td>
<td>2.554</td>
<td>2M</td>
</tr>
<tr>
<td>Attention</td>
<td>0.354</td>
<td>0.963</td>
<td>2.531</td>
<td>2M</td>
</tr>
</tbody>
</table>

Table 4.3: Comparisons of mAP, AUC, d-prime, and number of training data for the various models on AudioSet Eval Set.

and can be trained in a task-independent manner. Such phenomenon became more evident when we trained the model on the entire AudioSet and test on the DCASE 2017 subset, the model trained on the entire AudioSet worked “out of the box”, it achieved very competitive performance both on AudioSet tagging task as shown in Table 4.3, and could achieve competitive performance on DCASE 2017 subset’s localization task without fine-tuning.
### 4.6 Conclusions

In this chapter, we proposed a multiple-instance learning framework using deep neural networks for audio event detection which can be trained using large-scale weakly-supervised data. We showed that by using pre-trained audio embeddings we can achieve good performance with a simple DNN model in an MIL framework. Audio embeddings were extracted from a CNN trained to give frame-wise predictions for the weakly labeled data. Further
improvements were achieved by using embeddings from AudioSet which were trained with more data and additional labels. We postulate that audio embeddings map data into an acoustically meaningful high-dimensional space which is more indicative of audio events. Using these embeddings we can achieve a good trade-off between model size and performance. The insights gained in this chapter align with our subsequent studies regarding the utilization of embeddings learned from larger datasets.
Chapter 5

Adding Visual Cue to Audio Classification

5.1 Introduction

Strongly labeled datasets are scarce and usually domain-specific, which not only limits the potential for supervised systems trained on these datasets to be scaled up, and also severely impacts their generalizability to other domains. To tackle this problem, the audio research community has turned to a large-scale dataset with weak labels as described in Chapter 4. Compared with strongly labeled datasets, weakly labeled datasets are much less expensive to collect at scale and can cover a wider range of sound event types. In the weakly labeled datasets, the time spans of the events are not explicitly given, and only the presence or absence of events is known. For example, Google Audio Set [Gem+17b] encompasses a variety of human and animal sounds, musical instruments and genres, and common everyday environmental sounds. Systems developed on these datasets can be suitable for a larger number of domains, such as speech sentimental analysis in paralinguistics. We discuss the MIL framework extensively in Chapter 4, which is used to tackle weak labels.

In the meantime, the vision research community is trying to explore the correlation between audio and video. The field of computer vision has been revolutionized by the emergence of massive labeled datasets [Rus+15] and learning deep representations [KSH12b; SZ14c]. Recent progress in this field has enabled machines to recognize scenes and objects in images and videos accurately, and a number of pre-trained models with very good accuracy [SZ14c; Sze+17] have been made available to the public. The success in visual recognition was well-translated into the recognition of audio: [AVT16] achieved a significant performance improvement from the state-of-the-art of audio-tagging models by transferring discriminative visual knowledge from well-established visual recognition models into the sound modality using unlabeled video as a bridge; [AZ17b] trained visual...
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and audio networks from matching audio and video pairs without any supervision and the networks exhibited performance even superior to supervised models on audio tagging tasks; [Owe+16] showed that it was possible to synthesize audio tracks for silent videos of objects interacting with materials that could deceive the human ear. However, all of these methods require long hours and significant computation resources to train.

We consider this question: **What is the best of both worlds? Can we leverage knowledge from both the audio and vision communities to help us with audio tagging?** In this chapter, we propose a novel multimodal framework that incorporates information from both the audio and video modalities without incurring excessive computational costs. On one hand, we train a CRNN network using the audio data to produce clip-level predictions based on the multiple instance learning (MIL) paradigms. On the other hand, we extract key frames from the video data to summarize video clips, apply the pre-trained Inception V4 model [Sze+17] to recognize the visual objects in the keyframes, and then use pre-trained GloVe vectors [PSM14] to map the video labels to sound events. The final predictions are made by fusing the knowledge in the two branches. We evaluate our multimodal system on the audio tagging task of the DCASE 2017 challenge [BSE17], and show that our proposed framework improves over a baseline audio-only system by 5.3% in terms of $F_1$ score. In addition, our framework is lightweight and can be trained within 6 hours on a single GPU.

### 5.2 Methodology

#### 5.2.1 Learning Sounds from Visual Information

As for the audio branch, we adopt the MIL framework described in Chapter 4, the structure of the MIL system [Amo13] is shown in Fig. 5.1 Because the audio and video tracks of video clips are often correlated and synchronized, we can also extract information from the video track that is indicative of the sounds in the audio track. We try to predict sound events from the video track using the following steps, which are shown in the right branch of Fig. 5.2.

**Key Frame Extraction**

The video track of each clip contains many video frames, some of which are nearly identical while others are distinct. Selecting a subset of frames at equal intervals can reduce the burden of subsequent object recognition, but the frames selected this way are not guaranteed to well represent the entire clip. In [Mit+17], it has been found important to select a representative set of frames (called *key frames*) to preserve the information in the video track. This is a clustering problem and could be solved using conventional clustering algorithms such as k-Means; we used the following sparse coding algorithm [ESS16] to select a representative set because it is more robust to outliers compared with K-Means.
Figure 5.1: Note here, each frame only has a positive and negative prediction.

Given a set of objects \( X = \{x_1, \ldots, x_n\} \), the sparse coding algorithm operates on a dissimilarity matrix \( D \in \mathbb{R}^{n \times n} \), where the entry \( d_{ij} \) measures the dissimilarity between the objects \( x_i \) and \( x_j \). In order to express the relationship of “representing” between the objects, a binary membership matrix \( Z \in \mathbb{R}^{n \times n} \) is defined, in which \( z_{ij} = 1 \) means that \( x_i \) is a representative for \( x_j \). The algorithm aims to minimize the total dissimilarity between each object and its representative, \( i.e. \sum_{i,j} z_{ij} d_{ij} \). To ensure that each object is represented by one and only one object, the membership matrix \( Z \) must have each column normalized, \( i.e. \sum_i z_{ij} = 1, \forall j \); to restrict the number of representative objects, the number of non-zero rows of \( Z \) must be as few as possible. The sparse coding algorithm, therefore, tries to solve the following optimization problem:

\[
\min_{\{z_{ij}\}} \lambda \sum_{i=1}^{n} I(z_i) + \sum_{i=1}^{n} \sum_{j=1}^{n} z_{ij} d_{ij}
\]
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\[
s.t. \sum_{i=1}^{n} z_{ij} = 1, \forall j; z_{ij} \in \{0, 1\}, \forall i, j
\]

where \(I(z_i) = 0\) if the \(i\)-th row of \(Z\) is all zeros and 1 otherwise, and \(\lambda\) is a regularization parameter that controls the size of the representative set. Because the optimization is NP-hard when the \(z_{ij}\) must be binary, the algorithm actually solves a relaxed version of the problem in which \(z_{ij}\) can be any real number in \([0, 1]\). The representatives can be selected by summing up each row of the matrix \(Z\), and picking the top few rows with the largest sums.

In order to select key frames quickly, it is necessary to find an efficient way of encoding the frames into feature vectors. We use the light-weight, convolutional AlexNet \([KSH12b]\) for this purpose: we feed each video frame into the network and extract features from its “conv5” layer. The dissimilarity matrix is made up of the Euclidean distances between the feature vectors. We select 4 keyframes for each clip.

Object Recognition and Knowledge Mapping

Once we get the keyframes, we can pass them through the pre-trained InceptionNet V4 model \([Sze+17]\) to recognize the objects in them. For each keyframe, this produces a distribution of over 1,000 classes. To reduce the noise in the probabilities of unlikely classes, we “rectify” these distributions by retaining only the top 10 classes and renormalizing their probability mass among themselves. To obtain a clip-level representation of the video information, we sum up the rectified distributions of all the keyframes and rectify the result again. This yields 10 object classes and their probabilities.

Now we have a belief of what objects are present in the video track of a clip, we want to map it to the confidence of the sound events we are interested in. We conduct this knowledge mapping using pre-trained GloVe vectors (glove.840B.300d) \([PSM14]\). Since pre-trained GloVe vectors already contain a vector for each vocabulary from its knowledge source, we adopt the GloVe vectors from the descriptions of all the visual objects and sound events and compute the cosine similarity of each (object, sound event) pair. For each of the top 10 object classes, we assign its probability to the sound event that is closest to it in terms of cosine similarity; some sound events may receive probabilities from more than one object class. This results in an estimation of the probability of each sound event in the clip as indicated by the video track.

5.2.2 Fusion of Audio and Visual Knowledge

Both the audio track and the video track predict a probability for each sound event. The final fusion step tries to produce a refined prediction by combining the two knowledge sources. This combination is implemented with a weighted average of the two probabilities,
where the weights are tunable for each sound event. The better-performing model on each individual class would have a higher weight on that class, and the weight combination is tuned toward achieving the best overall $F_1$ score.

Figure 5.2: Block diagram of our proposed multimodel framework. Note here that both Audio and Video bottleneck features contain dynamics.
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5.3 Experiment

We evaluated our framework on the data for Task 4 of the DCASE 2017 challenge [BSE17], which is the same setup of Chapter 4 Section 4.3.1.

5.3.1 The Baseline Audio Tagging System

The structure of the baseline audio tagging system, which only uses the audio track, is shown in the left branch of Fig. 5.2.

The input to the system is Mel spectral features. We first resampled the raw waveform to 20 kHz, and then divided it into frames of 24 ms (480 samples) with a frame shift of 5 ms. We then applied a 1,024-point Fourier transform to each frame, and aggregate the output into a 60-dimensional Mel spectral feature vector. In this way, each 10-second clip is represented by a 2000 × 60 feature matrix.

The feature matrix is treated as a two-dimensional image, and passed through a series of convolutional and local max pooling layers. After the pooling layers, the feature map sequence represent an equivalent frame rate down to 10Hz from the original raw frame rate of 200Hz. The output of the last pooling layer is fed into a bidirectional Gated Recurrent Unit (GRU) layer with 100 neurons in each direction. Dropout with a rate of 0.2 was applied after each pooling layer and the GRU layer. Finally, a fully connected layer with 17 neurons and the sigmoid activation function predicts the probability of each sound...
event type at each frame, and these are aggregated across time using the max pooling function to get clip-level probabilities of the sound events.

We used the stochastic gradient descent (SGD) algorithm to minimize the cross-entropy loss averaged over clips and sound event types. We used a batch size of 95 clips. We applied a Nesterov momentum of 0.8, and a gradient clipping limit of $10^{-3}$. The learning rate was initialized to 0.1, and was decayed by a factor of 0.8 when the validation loss did not reduce for 3 consecutive epochs.

We implemented the network using the Keras toolkit [Cho15], and trained it on a single GeForce GTX 1080 Ti GPU. Each epoch of training took 20 minutes, and the model would converge within 6 hours.

### 5.3.2 Class-Specific Thresholding

The clip-level probabilities predicted by the network must be thresholded to generate binary predictions for evaluation. Due to the imbalance between the sound event classes, the distribution of predicted probabilities may vary drastically across them, and we found it critical to tune the threshold for each class individually. The primary evaluation metric used in the DCASE challenge is the $F_1$ score, micro-averaged across all sound event types. We devised an iterative procedure to tune class-specific thresholds to optimize the micro-average $F_1$: (1) tune the threshold of each class to maximize the class-wise $F_1$; (2) repeatedly pick a random class and re-tune its threshold to optimize the micro-average $F_1$, until no improvements could be made. We tuned the thresholds on the validation data after each epoch of training and picked the model reaching the highest $F_1$ on the validation data as the final model. The thresholds obtained from the validation data were directly applied to the test and evaluation data.

### 5.3.3 Fusion of Audio and Visual Information

We used the procedure described in Section 5.2.1 to estimate the probability of the sound events for each clip using visual information. Each 10-second clip consists of 240 video frames; we selected 4 keyframes among them. Object recognition and knowledge mapping produce the probability of each of the 17 types of sound events.

To verify the quality of the video-only branch, we calculated the $F_1$ score of each sound event type using its predictions on the validation data. The video predictions outperformed the audio-only baseline system on seven sound events: ambulance, bicycle, bus, car passing by, fire truck, skateboard, and truck.

We combined the outcome of the audio and video branches using different weights: for the seven sound events where the video branch performed better, we assigned a weight of 0.8 to the video branch and 0.2 to the audio branch; for the remaining sound events, we gave a weight of 0.2 to the video branch and 0.8 to the audio branch. These weights
were not tuned to the fullest; even better performance may be expected if they were tuned more carefully.

### 5.3.4 Results and Analysis

<table>
<thead>
<tr>
<th>System</th>
<th>Development</th>
<th>Test</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio Only</td>
<td>50.1</td>
<td>54.9</td>
<td>50.6</td>
</tr>
<tr>
<td>Audio + Video</td>
<td>60.6</td>
<td>60.9</td>
<td>55.9</td>
</tr>
</tbody>
</table>

Table 5.1: Micro-average $F_1$ score (in percent) of the audio-only system and the audio-visual reranked system on development, test and evaluation data.

Table 5.1 lists the micro-average $F_1$ score on the development, test and evaluation set of the baseline audio-only system and the multimodal system. With the help of the visual information, we achieved a remarkable improvement of 10.5%, 6.0% and 5.3% on the three sets, respectively. The final $F_1$ score on the test set, 55.9%, is the best performance known so far for the audio tagging task of the DCASE 2017 challenge [BSE17].

The contribution of visual information to the test $F_1$ score of each sound event type is shown in Fig. 5.3. The fusion improved the performance of 14 out of the 17 sound event types. The most significant improvement came from the “car passing by” class. This class is confusable with the “car” class and contains very few positive examples, and was totally missed by the baseline system. Most of the sound event types related to types of vehicles also saw an improvement, because the video tracks clearly show the type of vehicle involved. The “bicycle” class benefited from visual information because many clips show people talking about bicycles, in which bicycles are visible in the video track but not audible in the audio track. Adding visual cues could be a double edge sword as well, where we see classes like “police car” decreasing in performance, since they often appear at the same time in the visual domain as firetrucks and ambulances, introducing noise to the system. The analysis of this result reveals some problems of the data annotation, where the quality of labels of AudioSet is not 100% reliable. This annotation problem will be discussed in Chapter 6: Section 6.4.

We would like to emphasize that the entire multimodel system consumed very few extra computational resources. The CRNN in the audio branch took 6 hours to train on a GPU; the video branch, which only used pre-trained models, took less than 30 minutes to run on the validation, test, and evaluation data.
5.4 Conclusion

In this chapter, we showcased a multimodal framework for audio tagging, which combines information from both the audio and the video tracks of video clips to predict the sound events in the audio track. The system outperforms a strong baseline system on the audio tagging task of the recent DCASE 2017 challenge, boosting the test $F_1$ score by 5.3%. We also note introducing visual modality could be a double-edged sword, where some classes see drops in performance after mixing with visual cues. This framework is also lightweight compared to other models that use visual information because it makes extensive use of pre-trained state-of-the-art deep learning models and avoids training them from scratch. Reflecting upon this work at the point of drafting this thesis, it still exhibits the potency and effectiveness of late fusion. We will delve more comprehensively into this type of audio-visual system in Chapters 9 and 11. These discussions will include in-depth analyses of the optimal fusion strategy and its inherent robustness characteristics.
Chapter 6

CNN versus Transformer Family

6.1 Introduction

In the 2020s, after seeing tremendous success in language tasks [Vas+17], the ML community has been exploring a variety of methods for deploying attention-based architectures, e.g. Vision Transformers (ViT) [Dos+20]—in computer vision and other fields, and competitive performances are reported. Recently, AST [GCG21a] and PSLA [GCG21b] improved the SoTA performance of the AT task\(^1\) on the AudioSet benchmark by leveraging a suite of improvements including DeiT [Tou+21] (distilled ViT) architecture, ImageNet pretraining, data augmentations, and ensemble. However, there is still no clear “winner-takes-all” approach in audio classification tasks that can have the best performance while being efficient.

Audio signals, 1D continuous by nature, require different processing than vision (2D) or language input sequences (discrete). Environmental sounds, compared to well-studied human speech, do not require a language model, but are more diverse and span a wide range of frequencies. Thus, the same techniques that worked well in speech are not guaranteed to work out of the box [Wan18]. Plus, the lack of well-defined strongly-labeled data makes environment sound recognition tasks not only more challenging but also understudied so far.

In Chapter 2, we identified CNN’s superiority over MLPs, and RNNs. CNNs [For+19; Kon+19a] and its variant CRNNs [WLM19] have become the de facto architecture for acoustic event recognition tasks and have dominated the AudioTagging leaderboard until the rise of ViT [GCG21a]. The major difference between convolutional models and attention-based networks (e.g. ViTs) is the locality inductive biases. In a nutshell, the convolutional neural network sweeps through every consecutive pixel with its learned kernel, which is perfect

\(^1\)Audio Tagging (AT) task aims to characterize the acoustic event of an audio stream by selecting a semantic label for it.
for learning local features\cite{Li+17}, but cannot see beyond its receptive field; whereas ViT networks skip through, attend between patches to build global correlations, and sometimes not even rely on the positional information.

In this chapter, we seek to thoroughly understand the difference between using each type of model on the AT task. We train 4 variants of transformer networks including CNN+Transformer, Vision Transformer (ViT), Transformer, and Conformer on the task of Audio Tagging, and compare them with ResNet, CRNN control group. Between these six architectures, we perform analysis on the largest available dataset: Google AudioSet \cite{Gem+17b}. We also perform an analysis regarding different architectures’ efficiency by training them on the Speech Commands dataset \cite{War18}. Chapter contributions:

1. We systematically compared the performances of different transformer variants between several CNN variants under a permutation of different settings on the same large-scale dataset Audioset (e.g. w/. or w/o. pretraining, lr scheduling). Our experiments suggest that pretraining is not always necessary, LR scheduling & data augmentation are always helpful.

2. Our experiments shed light on critical optimization strategies & tradeoffs, e.g. feature size, LR schedule, batch size, momentum, normalization, and loss landscape, which have not been thoroughly explained previously.

3. We also compare five Convolutional Neural Network (CNN) architectures and one pure Transformer architecture optimized for edge deployment, train them for wake-word detection on the Speech Commands dataset \cite{War18}, and quantize two representative models. This is covered in § 6.9.

### 6.2 Tabular view of State-of-the-art Audio Event Detection Systems

Same as the setup in Chapter 4, reiterating for reader’s convenience, AudioSet \cite{Gem+17b} contains 2,042,985 10-second YouTube video clips, summing up to 5,800 hours annotated with 527 types of sound events (weak label\(^2\)). The same group \cite{Her+21} conducted quality assessments of these labels ranging from 0-100%. The full trainset has 2 subsets: classwise balanced set (22,176 samples) and unbalanced (2,042,985 samples) set, and eval set with 20,383 samples \cite{Her+17b}.

**AudioTagging Benchmark:** The left columns of Table 6.1 list state-of-the-art single models and training procedures for the AT task trained on the full AudioSet and test on

\(^2\)does not specify which second specific event happens
Tabular view of State-of-the-art Audio Event Detection Systems

<table>
<thead>
<tr>
<th>Model</th>
<th>Previous approaches</th>
<th>Our Implementation</th>
<th>see Table 6.2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CNN Variants</td>
<td>Attention</td>
<td></td>
</tr>
<tr>
<td>params</td>
<td>42.2M</td>
<td>23M</td>
<td>13.6M</td>
</tr>
<tr>
<td>train dataset</td>
<td>1934187</td>
<td>1953082</td>
<td>1953082</td>
</tr>
<tr>
<td>eval set</td>
<td>18887</td>
<td>19185</td>
<td>19185</td>
</tr>
<tr>
<td>feature size</td>
<td>64×1001</td>
<td>64×1000</td>
<td>128×1056</td>
</tr>
<tr>
<td>pretrained</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>epoch*</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>batch size</td>
<td>32</td>
<td>n/a</td>
<td>100</td>
</tr>
<tr>
<td>optimizer</td>
<td>adam</td>
<td>adam</td>
<td>adam</td>
</tr>
<tr>
<td>maxLR</td>
<td>0.001</td>
<td>0.0001</td>
<td>1.0E-04</td>
</tr>
<tr>
<td>decay rate</td>
<td>✗</td>
<td>✗</td>
<td>step</td>
</tr>
<tr>
<td>decay epochs</td>
<td>✗</td>
<td>✗</td>
<td>5</td>
</tr>
<tr>
<td>weight decay</td>
<td>✗</td>
<td>✗</td>
<td>5.0E-07</td>
</tr>
<tr>
<td>warmup steps</td>
<td>✗</td>
<td>✗</td>
<td>1000</td>
</tr>
<tr>
<td>dropout</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>databalancing</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>mixup</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>TimeSpecAug</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>label enhance</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>normalize</td>
<td>✗</td>
<td>✗</td>
<td>x2</td>
</tr>
<tr>
<td>train time</td>
<td>3 days</td>
<td>n/a</td>
<td>a week</td>
</tr>
<tr>
<td>GPU</td>
<td>V100×4</td>
<td>n/a</td>
<td>titanX×4</td>
</tr>
<tr>
<td>Best mAP</td>
<td>0.431</td>
<td>0.392</td>
<td>0.439</td>
</tr>
</tbody>
</table>

Table 6.1: Different training procedures for single-checkpoint Audio-Only models trained on the full AudioSet as of March 2022. SSL [Sri+21]: pre-trained on Self-supervised task using 3.9M (67k hours) proprietary data. To standardize reporting difference in steps versus epochs, epoch* here means 1 full iteration of the TrainSet. Adam optimizer’s default $\beta_1 = 0.9, \beta_2 = 0.999$, the ones without specified $\beta$ are default ones. LR: learning rate. TimeSpecAug [Par+19]: $t$, $f$ indicate the max length of time and frequency mask, ✓ means specific setups are unknown. Label enhancement [GCG21b] involves altering the original labels. CNN14 [Kon+19a] achieves 0.442 mean average precision (mAP) using 128 mel bins. We are aware of PaSST [Kou+21b], due to its high similarity to AST except for dropout/ensemble, we do not separately list it.

the eval set 3. Here, we do not include multi-modal or ensembled models, which would introduce tremendous extra variability, making fair comparison almost impossible 4. Unlike some previous works, we do not list models trained only using the balanced subset since it only accounts for 1% of the AudioSet training set, which are 10-20% mAP worse than

3Previous benchmarks are excerpted from the original publications
4We consider weight-averaging(WA) [Izm+18] an implicit ensemble, hence we report single-checkpoint score w/o WA: AST [GCG21a] 0.459 → 0.448, and PSLA [GCG21b] 0.444 → 0.439. WavegramCNN in PANNs [Kon+19a] is also an implicit ensemble, thus leaving out of the comparison.
models trained on the full set.

6.3 Experiments & Results

We explored many variations with different optimization techniques, data augmentations, choice of regularization, and a reasonable amount of grid search for the hyperparameters. We offer 4 different training procedures with different costs and performance that cover different typical use cases, see table 6.1.

Procedure A1: aims at reproducing the best SoTA performance. Therefore, it is the longest in terms of training time using the larger feature.

Procedure A2: is to test whether we could reach SoTA without pre-training, except with larger batch size and LR.

Procedure A3 & A4: aim at matching SoTA performance using 5.12x(\frac{1}{2} \#Mels, \frac{1}{256} less time resolution) smaller features thus a lot faster. It can be trained on average 6x faster and could be a good setting for exploratory research.

<table>
<thead>
<tr>
<th>Model</th>
<th>#param</th>
<th>Best mAP A1</th>
<th>A2</th>
<th>Best mAP A3</th>
<th>A4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AST/ViT</td>
<td>87.9M</td>
<td><strong>0.430</strong></td>
<td>0.274</td>
<td><strong>0.410</strong></td>
<td>0.268</td>
</tr>
<tr>
<td>Transformer</td>
<td>28.5M</td>
<td>-</td>
<td>0.230</td>
<td>-</td>
<td>0.209</td>
</tr>
<tr>
<td>CNN+Trans</td>
<td>12.1M</td>
<td>-</td>
<td><strong>0.437</strong></td>
<td>-</td>
<td><strong>0.411</strong></td>
</tr>
<tr>
<td>Conformer</td>
<td>88.1M</td>
<td>-</td>
<td>0.335</td>
<td>-</td>
<td>0.308</td>
</tr>
<tr>
<td>ResNet50</td>
<td>25.6M</td>
<td>0.410</td>
<td>0.399</td>
<td>0.382</td>
<td>0.370</td>
</tr>
<tr>
<td>CRNN</td>
<td>10.5M</td>
<td>-</td>
<td>0.429</td>
<td>-</td>
<td>0.406</td>
</tr>
</tbody>
</table>

Table 6.2: A1, A3 contain blanks since ImageNet pre-trained weights are only available for ResNet50 and AST/ViT. **Bolded:** the models reported in Table 6.1.

AST/ViT (Table 6.2, Figure 6.1(C)). uses pre-trained weights from the DeiT-base-384 [Tou+21] model imported from the timm library [WTJ21]. In order to preserve the learned positional embedding in the pre-trained DeiT [Tou+21] model (24x24=576 patches), we choose the same 16x16 patch-size for all our AST experiments. We did a comparison on stride sizes as shown in Table 6.3. e.g. A3 procedure uses strides of 8 (8 pixels overlap), resulting in (7x49=343) patches. Shorter strides benefit smaller features more than larger features, but there is a catch: Computation cost grows quadratically due to the \( O(p^2) \) attention mechanism, \( p \) being the number of patches.

Transformers (Table 6.2) We implemented pure transformers without convolution or ViT type patches, which takes in logMel spectrogram as input. Since the Transformer layer
is temporal agnostic, we introduce positional encoding to retain the temporal order of inputs. To add positional encoding to the audio model, we adopted the classic positional encoding \[\text{PE}(pos, k) = \begin{cases} \sin(pos/10000^{2i/d}) & k = 2i \\ \cos(pos/10000^{2i/d}) & k = 2i + 1 \end{cases} \]

We added positional encoding to spectrograms before feeding into CNN layers and we scaled up the original input. Given the input \(x: n \times d\), we scale up the input by square root of the input dimension: \(x = x \cdot \text{round} \left( \sqrt{d} \right) + \text{PE}(x)\)
The overall architecture is depicted in Figure 6.1(A) but without the stacked 2D conv + pooling layers. The resulting mAP is not as high as the AST/ViT type. In Table 6.2, we report the best performing one with \( N_t = 8 \) layers of Transformer blocks with MultiHeadAttention (MHA) layers (8 attention heads) after testing out \( N_t = 2, 4, 6, 8, 10, 12 \) with 4, 8, 12 attention heads set-ups. The same as [Kou+21b], to train faster and generalize better, we implemented dropout layers within the MHA layers. mAP for other setups is too low for meaningful comparisons. Transformers suffer from the same \( O(n^2d) \) cost issue as ViT, \( n \) being the input length. Therefore, training for Transformers is quadratically slower than models with the same number of parameters without the attention mechanism.

**CRNN** (Table 6.2, Figure 6.1(B)) We follow the well-tuned TALNet architecture using \( N_c = 10 \) convolution layers with 3×3 kernels and \( N_p = 5 \) max-pooling layers in between, resulting in embedding size of 1024 feeding into the biGRU layer. The output of GRU is fed to a fully-connected layer of size 527 to predict frame-wise probabilities. Finally, the frame probabilities are aggregated with a pooling function to make the final prediction. We did not tune hyperparameters for TALNet \( \sim O(md^2) \) where \( m \) is the stacked convolution output sequence length, \( d \) is the representation dimension.

**CNN+Transformer** (Table 6.2, Figure 6.1(A)) The first part of Stacked Conv blocks and Pooling is the same as the CRNN we implemented, which uses \( N_c = 10 \) Conv layers and \( N_p = 5 \) pooling layers. We replace the GRU layer with the aforementioned Transformers\(^5\) \( \sim O(m^2d) \), and experimented with \( N_t = 1, 2, 4 \) layers of Transformer layers with 4,8,12 attention heads. We use the same positional encoding as our aforementioned Transformer model. Here, we report the best performing \( N_t = 2 \) layers of transformers with 8 attention heads, followed by the attention pooling layer to aggregate frame probabilities.

**ResNet** (Table 6.2) Following [For+19], we replace the standard ResNet50’s last layer with attention pooling layer to output 527 classes probabilities. We also implemented ResNet34, but since ResNet architectures are from the same family \( \sim O(kn^2d) \), \( k \) : kernel size, we only list ResNet50 in Table 6.2.

**Conformer** (Table 6.2) We implemented the same large conformer as [Sri+21] \( \sim O(n^2d) \) using 12 conformer blocks with 768D encoder embeddings and 12 attention heads, as this setting was reported to be the best-performing setup for conformer architecture. Each conformer block is shown in Figure 6.1(D).

### 6.4 Data Quality & Data Efficiency

**Missing files:** In table 6.1, due to the downloading difference of AudioSet, the number of train&test set varies a whopping ±5% across previous works, especially the different test size could cause severe fluctuations in final mAP reporting as seen in Figure 6.2. e.g. one could have downloaded the lower-label-quality test samples that tank their score. We

\(^5\)To avoid repetition, \( m, n, d \) are shared among different models
**Figure 6.2:** Performance (mAP) fluctuation on quantiles of data with varying label quality.

We release our test set labels along with our implementation for consistency. 

**Speedup:** As we can see in Table 6.1, previous approaches benefited from using larger features. In Table 6.3 we see dramatic speedup using 64(#mels)×400(time) logMel spectrogram\(^6\) versus 128(#mels)×1024 filter bank features, this 5.12 times feature size reduction results in more than 6 times speedup. Note that half of the pipeline efficiency (for both train & inference) depends on the data efficiency, the rest is then about model efficiency. Using our smaller feature would result in $10^{-1}$ reduction of data time per sample. Therefore, we highly recommend our A3, A4 procedures for research or inference tasks, which could easily fit into a single 16GB-GPU with a lot less carbon footprint. Indeed, we trade off 2 points of mAP for 6 times speed up. To analyze the performance loss due to feature tempo-

---

\(^6\)The waveform is downsampled to 16 kHz; frames of 1,024 samples (64 ms) are taken with a hop of 400 samples (25 ms); each frame is Hanning windowed and padded to 4,096 samples before taking the Fourier transform; the filterbank of 64 triangle filters spans a frequency range from 0 Hz to 8 kHz.
ral/frequency resolution loss, we took a closer look at different label quality quantiles of the data. As Figure 6.2 shows, larger features outperform smaller features in high-quality classes by 2±0.1% mAP, indicating models benefit, but very limited, from higher freq/time feature resolution.

6.5 Impact of Pretraining

Similar to the conclusion of [HGD19], we find ImageNet pretraining helps certain architectures to converge but is not a must. As shown in Table 6.2, CNN-Trans model trained from scratch can outperform AST models that are pre-trained on ImageNet and also be better than the Conformer model pre-trained using SSL in [Sri+21]. CRNNs are also competitive. We observe AST models need pre-trained weights to converge to optimal, cold-start weights/positional embeddings from random Gaussian results in a lot lower performance. This is maybe due to a huge distribution shift from Gaussian to optimal weight distribution.

6.6 Insights regarding Optimization Process

LR scheduling is crucial for training a high-performance model. The proven strategy is to scale \( LR \propto \text{batch size} \) [Smi+18] when amplifying batch size, and to fill the GPU memory till full with large enough batch size since increasing batch size linearly speeds up training time. LR decay is also important and can be seen as simulated annealing [Smi+18]. We view Adam/SGD training as
\[
\frac{dw}{dt} = -\frac{dL}{dw} + \eta(t)
\]
where \( L \) is the BCE loss function in our case, summed over all training examples, and \( w \) denotes the parameters. \( \eta(t) \) denotes Gaussian random noise updating in continuous “time” \( t \) towards convergence, which models the effect of estimating the gradient using mini-batches. In [Smi+18], they showed that the mean \( \mathbb{E}(\eta(t)) = 0 \) and variance \( \mathbb{E}(\eta(t)\eta(t')) = gF(w)\delta(t-t') \), where \( F(w) \) describes the covariance in gradient fluctuations between different parameters. They also proved that the “noise scale” \( g = \epsilon(\frac{N}{B} - 1) \), where \( \epsilon \) is the learning rate (LR), \( N \) the training set size and \( B \) the batch size. This noise scale controls the magnitude of the random fluctuations in the training dynamics. Intuitively, the initial noisy phase allows the model to explore a larger fraction of the parameter space without getting trapped in local minima. Once we find a promising region of parameter space, we reduce the noise to fine-tune the parameters. In Table 6.1 and all our experiments, we observe LR decay outperforms constant LR by at least 2% mAP. We also implemented cyclic schedule [ST19] used by [VBV21], but the result is suboptimal versus step decay. Meanwhile, annealing the temperature in a series of discrete steps can sometimes trap the system in a “robust” minimum, in our experiments, this severely impedes training attention-based models such as AST, transformers. e.g
when we initialize training AST in our A3 procedure with a non-optimal LR: say 1E-6, 1E-4, the model’s mAP gets “stuck” below 0.1. This effect is less severe for non-attention or hybrid models. We postulate the culprit is the \textit{sharp loss landscape} of the attention-based models [CHG22], when the gradient accumulation cannot adapt to changes in the loss landscape, training would be impeded since we would keep on exploring the wrong direction in parameter space. This also explained why our training also failed when we used \textit{gradient accumulation step size} \( \geq 2 \).

In Table 6.1, we can see some previous works have tuned the \( \beta_1 \) of Adam to 0.95, this is actually letting gradient updating \textbf{twice} as slower than the default 0.9. \( m_t = \beta_1 m_{t-1} + (1-\beta_1)g_t \) where \( m_t \) is the first moment of the gradient and \( g_t \) is the gradient at \( t \) step. This trick might compensate for the aforementioned sharp-loss-landscape phenomenon, but we did not achieve the same performance gain using the trick, hence sticking to default.

Some previous works advocate \textit{regularization} for better model generalizability by adopting weight decay or dropout, we observe 1-2\% mAP performance drop using regularization in our experiments and therefore did not include them in our procedures. We note [Kou+21b] used AdamW [LH17] optimizer. AdamW itself was designed to fix weight decay within the Adam update iteration, we do not use regularization in this chapter, hence AdamW is not studied here.

### 6.7 Data Augmentations & Normalization & Balancing

AST and PSLA [GCG21a; GCG21b] applied an unusual normalization (Normalize*) to the feature input: \( x = \frac{x-\mu}{2\sigma} \), which results in the normalized feature with \( \mathbb{E}(x) = 0 \), and \( \text{var}(x) = 0.25 \). In our experiment, Training AST using the input of \( \text{var}(x) = 1 \) or \( \text{var}(x) = 0.0625 \) would lead to mAP of 0.09, 0.02 respectively. The latter phenomenon can be explained by vanishing gradients, whereas the former behavior is likely due to the training noise \( \eta(t) \) (§6.6) being too large. When the input variance is too large, the training would continue exploring suboptimal regions of the parameter space. Normalization remains a key step in modern deep learning systems as it is noted in both work along the line of Batch Normalization and Layer normalization. We will discuss once again in chapter13 how this affects the audio generative modeling.

Previous works in Table 6.1 reported that data augmentation tricks improve performance across all models/procedures. Table 6.4 shows their specific impact after ablation. Note that Mixup[Zha+18], TimeSpecAug[Par+19] shifts the input distribution’s mean and variance, the higher the mixup coefficient/the longer time/freq mask \( \rightarrow \) the lower variance of the input \( \rightarrow \) more influence on end performance. We also compared another augmentation cutMix [Yun+19], which marginally outperformed the mixup method. Overall, we find data balancing helps, but due to the stochasticity(random sampling/shuffling) of the vanilla (no-balancing) train loader, its influence also fluctuates.
Balanced Sampling: In our experiments, as we observe in Table 6.4, balanced sampling would improve the performance, and this is in line with [GCG21b]. However, a recent study [Moo+23] challenged this view. It is difficult to reproduce the results in [Moo+23] since the held-out eval set is not public, but it is worth noting that different distributions of the training data could lead to different levels of capability to generalize to unseen data.

<table>
<thead>
<tr>
<th>Augmentation</th>
<th>data balancing</th>
<th>Mixup</th>
<th>SpecAug</th>
<th>Normalize*</th>
<th>CutMix</th>
</tr>
</thead>
<tbody>
<tr>
<td>mAP drop(%)</td>
<td>3.9±2.0</td>
<td>1.5±0.8</td>
<td>1.5±0.3</td>
<td>16.5±9.0</td>
<td>2.0±1.1</td>
</tr>
</tbody>
</table>

Table 6.4: Data Augmentation’s influence on mAP through ablation, on all models trained with A4 procedure

6.8 Discussion of Metric

The case of huge performance fluctuation in § 6.4 also serves as an example where using mAP as the sole metric could potentially distort the impression we got from the results. In fact, there are also discussions in [Moo+23] that motivate to adopt an alternative of mAP such as d-prime (in-class discriminability) or label-rank probability, or other metrics that factors in model calibration, e.g. ECE (mentioned in § 2.2.5). To gain a better view of the problem, let us revisit the math first. The Mean Average Precision (mAP) is calculated as the mean of the Average Precision (AP) over all queries or all instances, and AP summarizes a precision-recall curve as the weighted mean of precisions achieved at each threshold, with the increase in recall from the previous threshold used as the weight:

\[
AP = \sum_n (R_n - R_{n-1})P_n
\]

where \(P_n\) and \(R_n\) are the precision and recall at the nth threshold. Average Precision (AP) is used to summarize a Precision-Recall curve, and it provides a single value measure that represents the overall quality of the model across all threshold levels. However, it is worth noting that the AP is sensitive to class imbalance (this is the case of AudioSet), and it puts more emphasis on retrieving all positive examples (recall).

It’s widely understood that varying thresholds lead to a balance or trade-off between precision and recall. By summarizing this curve with a single value (the AP), we can compare different models. But, we lose information about how well each model does at specific thresholds or the shape of the precision-recall curve (scenarios where we care about the model performance when it’s high-precision or high-recall).
On the other hand, AudioSet\cite{Gem+17b}'s other official metric ROC AUC, is a graphical representation of the true positive rate (TPR, or Recall) against the false positive rate (FPR) at various threshold settings. The area under the ROC curve (AUC) gives a measure of the classifier's ability to distinguish between positive and negative classes. The ROC curve is generally used when the observations are balanced between each class. The slightly different but different AUC is PR AUC: The area under the Precision-Recall curve is a plot of Precision (positive predictive value) against Recall (TPR). There are cases when a model can have a high ROC AUC while the PR AUC is low, indicating poor precision or recall. This can happen when the negative class dominates, as the ROC curve can be overly optimistic with imbalanced data. Conversely, the PR curve will be more sensitive to differences in these rates for the minority class (the positive class in many imbalanced datasets).

AudioSet\cite{Gem+17b}'s 3rd official metric $d'$ provides a single-number summary of the receiver operating characteristic (ROC) curve. A higher value of $d'$ indicates better discriminability. If $d' = 0$, the system or the observer cannot discriminate signal from noise at all. If $d'$ is negative, it suggests that the system or observer is systematically wrong. In the specific implementation, $d'$ is calculated by applying the percent point function (inverse of the cumulative distribution function) of the standard normal distribution to the ROC AUC: $d' = \Phi^{-1}(AUC) \cdot \sqrt{2}$, where $\Phi^{-1}$ is the inverse of the cumulative distribution function of the standard normal distribution, often referred to as the quantile function or percent-point function. It is multiplied by $\sqrt{2}$, based on the scaling of the AUC ROC, which ranges from 0.5 (random guessing) to 1 (perfect classification). Note that this calculation is a rather rough approximation and can be applicable under the assumption that both distributions are normal with equal variances.

Using other model calibration-aware metrics like label-rank probability, ECE can significantly improve the trustworthiness and usefulness of a model’s predictions. However, model calibration can add an extra layer of complexity and computation time to the training process. It often requires additional steps such as temperature scaling, Platt scaling, or isotonic regression. It is important to note that calibration should be performed using a separate validation set, not on the training or test sets, to avoid overfitting and to give a realistic assessment of the model’s performance. Also, calibration will not usually improve the model’s ability to rank predictions (e.g. it will not improve the AUC-ROC).

As we can see, each metric is shipped with trade-offs, we focus mainly on mAP throughout this thesis, as it is the most widely-established metric in the audio research community that allows for apple-to-apple comparison. We further our discussion through the lens of the confusion matrix in the top-k case in Chapter 12.3.
6.9 Efficiency Accuracy Tradeoff GPU versus CPU for CNNs versus Transformers

Having grasped the variations in the training pipelines of different models, we also set a secondary objective to scrutinize these models in real-world settings and evaluate their efficiency. We observe that the over-the-air test accuracy of trained models on parallel devices (GPU/TPU) usually degrades when deployed on edge devices using a CPU for over-the-air, real-time evaluation [Ryb+20]. Further, the differing inference time when migrating between GPU and CPU varies across models. This drop is due to hardware latency and acoustic impulse response, while the non-uniform expansion of inference time results from varying exploitation of hardware acceleration by architectures. We seek to quantify their accuracy-efficiency tradeoffs to inform researchers and practitioners about the key components in models that influence this tradeoff.

Dataset and Setup: We trained eight wake-word detection models using six different architectures on wake-word audio samples from the Google Speech Commands dataset [War18] with PyTorch: VGG19_bn, DSCNN, EfficientNet_b1, EfficientNet_b7, EfficientNetV2_m, EfficientNetV2_xl, ResNet50, and Transformer[BOC21]. All architectures were non-streaming. We also used PyTorch Eager Quantization [Con22] to perform static PTQ on VGG19_bn and DSCNN. Here, we compared quantization in families of models - VGG-based models, represented by VGG19_bn (VGG19_bn, ResNet), and MobileNet-based models, represented by DSCNN (DSCNN, EfficientNetV1, EfficientNetV2). Digital testing analyzed models’ performance on 807 audio files from the Speech Commands dataset, of which 187 contained the wake word.

Over-the-air Test: We performed over-the-air testing to analyze overall model performance and layer-wise latencies. Three subjects conducted testing, two with lower voices, and one with a higher voice. All trials took place at the same location in the same room, ensuring a consistent room impulse response across trials. During over-the-air testing, subjects completed five trials for each model on a GPU platform and then a CPU platform. Table 6.5 details the results from analyzing digital versus over-the-air performance for all trained models on GPU and CPU devices. Digital Test F1 reflects the F1 score calculated by checking the correctness of models’ predictions for whether or not an input contained the wake word. Over-the-Air Test F1 reflects the F1 scores calculated from individual subjects’ analysis of model prediction correctness for each trial. Table A.2 (Appendix) breaks model leaf node layers into nine operational categories across the eight examined models: Conv, BN, ReLu, MaxPool, Linear, Dropout, AvgPool, LayerNorm, and GELU. We used PyTorch hooks to calculate the average latency for each layer category, and the THOP library [Zhu22] to calculate the average FLOPS for each layer category.

\footnote{We used the same definition of streaming and non-streaming in [Ryb+20].}
Table 6.5: Model performance on Speech Commands Dataset. F1 scores are scaled to 100. Bold font highlights better latencies.

**Preliminary Observations:** VGG19_bn and EfficientNet_b7 achieved the highest F1 scores during over-the-air GPU testing, surpassing the larger EfficientNetV2_xl model by about two points (Table 6.5). VGG19_bn also achieved the lowest latency. *VGG19_bn’s success is likely linked to the efficiency of its convolution method on GPU.* Moving from GPU to CPU, over-the-air performance dropped for many architectures. All models except for EfficientNetV2_m saw their F1 scores slip below the digital baseline, consistent with previous research [Ryb+20]. The EfficientNetV2_xl model in particular showed a steep decline in performance, accompanied by a large increase in latency (Table 6.5). *EfficientNetV2_xl’s drop in performance is likely a result of its increased latency, in turn, caused by its convolution method’s inefficiency on CPU.* DSCNN achieved the lowest latency, enduring only a small performance drop. The Transformer maintained a relatively low latency across both GPU and CPU, though its accuracy dropped moving to CPU. In the discussion below we drill into the fine-grained components of each architecture to elaborate on these italicized sections.
6.9.1 CNNs versus Transformers’ Efficiency Difference

Figure 6.3 breaks down individual network components, analyzing their Percentages of Aggregate Runtime (PAR), the relative time models spent computing each type of layer.

![Over-The-Air Percentage Average Runtime GPU vs CPU: Breakdown by Model](image)

Figure 6.3: Percentage of Aggregate Runtime (PAR) of different architectures on GPU versus CPU, PAR measures the percentage of a model’s total runtime spent computing layers in a specific category across trials. Contrast to Table A.2

**Matrix Multiplication in Convolution:** Convolution layers in particular often take longer to compute on CPU as opposed to GPU. This divergence stems from hardware optimization differences for matrix multiplication. Hardware optimization strongly affects the efficiency of convolution layers because most of the convolution’s computation comes from matrix multiplication. Convolution is computed as follows: Let $x$ be the input matrix of dimensions $h \times w \times c_{in}$, where $h$ is image height, $w$ is image width, and $c_{in}$ is the number of input channels. Let $W$ be a matrix of weights with dimensions $c_{in} \times c_{out} \times k \times k$ where $c_{out}$ is the number of output channels and $k$ is the kernel size. For each input channel, these matrices $x$ and $W$ are multiplied together. The sum of these multiplications yields an output matrix $z$ of dimensions $h \times w \times c_{out}$. The exact formula is shown below, resulting in a total cost of $O(h \cdot w \cdot c_{in} \cdot c_{out} \cdot k^2)$, where $r$ is a specific input channel and $s$ is a specific output channel:

$$z[; ; s] = \sum_{r=1}^{c_{in}} x[; ; r] \times W[r, s, ; ;]$$

Note that only the forward pass is involved in wake-word detection; there is no backpropagation.
Matrix Multiplication Optimization: The parallelization abilities of CPUs are limited by their low numbers of cores and caches. GPUs, however, are equipped with a larger array of cores and caches to support the acceleration of parallelizable computations, including matrix multiplication. Matrix multiplication can be broken down via tiling [Nvi22], enabling one large matrix multiplication to be calculated as the multiplication of a series of much smaller, parallelizable chunks. This strategy helps avoid costly memory accesses. GPUs can take advantage of this parallel character to significantly speed up matrix multiplication. For most of the models we tested, convolution took a larger share of time to execute on CPU versus on GPU (See Table A.2 Conv rows and PAR columns). Parallelization and tiling offer a good explanation for this pattern.

MBConv Blocks [San+18] versus Vanilla CNNs: The cost of convolution on GPU versus CPU can also be affected by model architecture. Models with MBConv blocks (like DSCNN, EfficientNet, and EfficientNetV2) use pointwise convolutions, forcing depthwise convolutions to be done in sequential order. This method reduces the cost of convolution to $O(h \cdot w \cdot c_{in} \cdot (c_{out} + k^2))$ [San+18]. Notably, the sequential computation design of MBConv blocks reduces their parallelizability, and consequently, MBConv blocks can only receive a minor latency boost on GPU. Yet moving to CPU, they show less slowdown and reap the benefits from requiring fewer operations (Table A.2 shows about 10x slow down GPU versus CPU in Conv latency). Meanwhile, models using vanilla CNN blocks (like VGG19_bn) enable greater parallelization and therefore high GPU performance but suffer a more severe slowdown transitioning to CPU. Table A.2’s latency columns show that the VGG19_bn model’s vanilla convolution layers saw an exponentially larger latency increase (100x GPU versus CPU) compared to models using MBConv blocks (DSCNN, EfficientNet, EfficientNetV2). This difference clarifies that theoretical algorithm complexity alone is not sufficient to determine an algorithm’s practical efficiency on GPU; parallel algorithm complexity must also be accounted for.

Accelerating Convolution: Convolution receives significant acceleration on GPU devices. As CPUs cannot take advantage of parallelism to accelerate matrix multiplication, convolution is often much slower on CPU devices, even with architecture optimization like MBConv blocks. This is corroborated by our findings in Table A.2, which shows a greater latency increase moving from GPU to CPU in models which were more reliant on convolution blocks, like EfficientNet_b1 and EfficientNet_b7. Yet the value of architecture optimization cannot be ignored. Without a deeper understanding of how GPUs accelerate convolution and how different models optimize for GPU or CPU, it is hard to fully comprehend the performance tradeoff between parallel and sequential devices.

Fused-MBConv Blocks in EfficientNetV2: EfficientNetV2 was NAS trained on GPU to find the optimal combination of MBConv and Fused-MBConv blocks. In order to take better advantage of GPU acceleration, Fused-MBConv blocks remove the pointwise convolution, forcing depthwise convolutions to be sequentially applied for each individual channel [TL21]. This change echoes the structure of vanilla convolution blocks.
In Table A.2, EfficientNetV2 shows similar patterns to VGG19_bn, which used vanilla convolution. Specifically, convolution has a much lower PAR on GPU than on CPU for EfficientNetV2 (Table A.2), a marked difference from EfficientNet where PAR for convolution was similar across CPU and GPU. This is consistent with its use of Fused-MBConv blocks. Also, EfficientNetV2 was designed using NAS to find the optimal block combination on GPU, without guaranteeing that the combination is optimal on CPU.

**Batch Normalization (BN) VS Layer Normalization:** Data from Table A.2’s latency columns shows that for most models, batch normalization slows down from GPU to CPU, but less than convolution. BN layers normalize over mini-batches of an activation matrix and require cell-by-cell operations, so the work of normalizing one column is \(O(m)\) where \(m\) is batch size. Normalization occurs for all \(n\) batches in the activation matrix, giving batch normalization work of \(O(mn)\). Batch normalization can be done in parallel on GPU, yielding a span of \(O(m)\). LayerNorm layers normalize over the rows of the activation matrix. The work of normalizing one row is \(O(c)\) where \(c\) is the number of channels in the activation matrix. Since normalization occurs for all \(m\) \((h, w)\) dimensions in the activation matrix, layer normalization has work of \(O(mc)\), and a parallelized complexity of \(O(c)\) since multiple \((h, w)\) dimensions can be computed at once. This correlates our findings in Table A.3, since \(c = 1\) for over-the-air audio input. Thus cost of the Transformer’s LayerNorm on GPU is almost \(O(1)\), while loss of parallelization moving to CPU causes a large increase in latency.

**Multi-Head Attention Parallelizability:** The Multi-Head Attention layer computes the self-attention equation \(\text{Softmax} \left( \frac{KQ^T}{\sqrt{d}} \right) \cdot V\) where \(K, Q, V \in \mathbb{R}^{n \times d}\). Ultimately, Multi-Head Attention takes \(O(n^2d)\) work, all resulting from matrix multiplication. While matrix multiplication receives acceleration boosts both from PyTorch and GPU, Multi-Head Attention takes more work than convolution by a factor of \(n\), limiting the speedup potential. Though the latency of Multi-Head Attention decreases moving from CPU to GPU, it does not show a major decrease akin to convolution (Table A.3). This is likely attributable in part to the limited optimization potential for attention layers.

Summing up, model efficiency-wise, when considering deployment on CPUs, MobileNet-related architectures (CNN) emerged as a more efficient choice due to their use of MBConv blocks, which reduced computational cost. However, for GPUs both vanilla CNNs and Transformers are good candidate architectures to take full advantage of GPU acceleration. It is also worth noting that Neural Architecture Search (NAS) optimization methods used for image data do not necessarily translate to benefits for audio data.

### 6.10 Conclusion:

In conclusion, our study revealed several key insights. Pre-training is not always a necessity, but it becomes important when dealing with models that have a large number of parameters.
We found that smaller features could lead to a sixfold increase in efficiency with only a 2% loss in mean average precision (mAP). Models that incorporate both local and global information demonstrated the best performance and were highly efficient. Attention-based models, though they have more parameters and are somewhat more challenging and sensitive during training, exhibited a robust resistance to noise despite their sharp loss landscape [Li+21]. Data augmentation was consistently beneficial, with proper data balancing and normalization identified as crucial factors for its success.

At this juncture, we are noticing a distinct data limitation that could potentially cap the performance of the supervised learning paradigm. This observation necessitates that we broaden our research scope in the following chapter to explore learning paradigms that aren’t solely dependent on labeled data.
Chapter 7

Self-Supervised Training: Masked AutoEncoder

7.1 Introduction

As Transformers [Vas+17] and self-supervised learning [Dev+19; Bro+20b; Liu+19; He+20; CXH21; He+21b] are dominating computer vision (CV) and natural language processing (NLP) research. The revolution first started in NLP with the invention of the Transformer architecture and self-attention [PXS17]. Masked autoencoding with BERT [Dev+19] set a new state-of-the-art on various NLP tasks by self-supervised pre-training on large-scale language corpus. Similarly in the CV community, Vision Transformers (ViT) [Dos+20] have become popular for CV tasks, and, for self-supervised image representation learning, Masked Autoencoders (MAE) [He+21b] have brought the CV community closer to the success of BERT in NLP. In addition to the existing masked autoencoders that can read (BERT) or see (MAE), in this chapter we study those that can listen.

As mentioned in the previous chapter, Transformer-based models have recently refreshed leaderboards for audio understanding tasks as shown in Chapter 6. A key technique to train Transformers is to initialize audio model weights with ImageNet pre-trained supervised models (e.g., DeiT [Tou+21]) by deflating patch embeddings and interpolating positional embeddings for encoding audio spectrograms. However, exploiting ImageNet pre-trained models could be sub-optimal. Unlike initializing video models with weights from image models (e.g., the initial weights of I3D [CZ17a] or 3D-ResNets [FPW16] are inflated from ImageNet pre-trained image models), there are clear and notable discrepancies between spectrograms representing audio content and natural images. It remains unclear why such heterogeneous image-to-audio transfer is useful beyond arguably similar low-level semantics such as shapes of spectrograms and shapes of visual objects. Further, any label bias would inevitably be transferred to audio models.
Addressing these concerns, self-supervised audio representation learning has recently attracted much research attention. Based on BEiT [BDW21] that learns to reconstruct image patches or learnt patch tokens, SS-AST [Gon+21] extends to the audio domain and exploits spectrograms (akin to 1-channel 2D images) and uses both contrastive and reconstruction objective as self-supervision. Without using any labels, the key enabler to effective self-supervised representation learning is large-scale pre-training data. In this chapter, instead of using AudioSet [Gem+17b] for supervised training, we use it for pre-training without using the majority of its labels. Performing large-scale training with Transformer architectures is challenging as self-attention in Transformers has quadratic complexity w.r.t. the length of input sequence.

This computational burden has been addressed in different ways. A popular approach is to reduce the sequence length in self-attention. Various ViT-based architectures have been developed to alleviate such issues for image and video understanding. For example, Swin-Transformer [Liu+21] only performs local attention within windows that shift across layers. MViT [Wei+21] employs pooling attention to construct a hierarchy of Transformers where sequence lengths are downscaled. For self-supervised learning, MAE [He+21b] efficiently encodes only a small portion (25%) of visual patches while the majority of patches are discarded. The simplicity and scalability in MAE make it a promising framework for large-scale self-supervised learning.

In this chapter, we study MAE for AED and the unique challenges of the audio domain. We present Audio-MAE (Fig. 7.1) as a unified and scalable framework for learning self-supervised audio representations. Similar to MAE, it is composed of a pair of a Transformer encoder and decoder. Sound is first transformed and embedded into spectrogram patches. Before feeding them into the Transformer encoder, we mask and discard the majority and only feed a small number of non-masked embeddings into the encoder for efficient encoding. After padding encoded patches with learnable embeddings to represent masked patches, it then restores the order of these patches in frequency and time and propagates them through a Transformer decoder to reconstruct the audio spectrogram.

Unlike image patches, spectrogram patches are mostly locally correlated. For example, formants, the vocal tract resonances, are typically grouped and continuous locally in the spectrogram. The location in frequency and time embeds essential information that determines the semantics of a spectrogram patch and how it sounds like. To this end, we further investigate using localized attention and a hybrid architecture in the Transformer decoder to properly decode for reconstruction. This simple-yet-effective upgrade leads to improved performance for Audio-MAE.

Similar to MAE for images, we minimize the patch-normalized mean square error. At the fine-tuning stage, we discard the decoder and fine-tune the encoder with patch masking. Empirically, Audio-MAE sets a new state-of-the-art performance on six audio and speech classification tasks. It is the first audio-only self-supervised model that achieves state-of-the-art mAP on AudioSet-2M, outperforming other recent models with external
Figure 7.1: An audio recording is first transformed into a spectrogram and split into patches. We embed patches and mask out a large subset (80%). An encoder then operates on the visible (20%) patch embeddings. Finally, a decoder processes the order-restored embeddings and mask tokens to reconstruct the input. Audio-MAE is minimizing the mean square error (MSE) on the masked portion of the reconstruction and the input spectrogram.

supervision. We further provide the visualization and audible examples to qualitatively demonstrate the effectiveness of the Audio-MAE decoder.

7.2 Related Work

**Masked pre-training in vision**  Masked/Denoising autoencoders [Vin+08; Vin+10; Dev+19] are a general representation learning methodology by reconstructing sources from masked or corrupted inputs. In CV, visually masked pre-training has made recent progress [Pat+16; Che+20b; He+21b; Wei+21]. Based on ViT [Dos+20] that applies Transformers to image patches, BEiT [BDW21] and MAE [He+21b] present masked image modeling frameworks. BEiT [BDW21] learns to predict discrete visual tokens generated by VAE [Ram+21] in masked patches. MAE [He+21b] reduces sequence length by masking a large portion of image patches randomly and encoding only non-masked ones for the reconstruction of pixel color information. MaskFeat [Wei+21] studies features for masked pre-training and find that Histograms of Oriented Gradients (HoG) [DT05], which are in turn related to spectrogram features, perform strongly for image and video classification models.

**Out-of-domain pre-training for audio.**  Transferring ImageNet supervised pre-trained ViT [Dos+20] or ResNet [He+15b] has become a popular practice for audio models [GCG21a; Kou+21a; Nag+21a; Che+22; GCG21b; Gon+22a] as is covered in Chapter 6. After pre-training, these models operate over audio spectrograms by deflating from 3-channels (RGB) into 1-channel (spectrogram) in the pre-trained patch embedding and employing the rest of the backbone on top. HTS-AT employs Swin Transformer [Liu+21]
to hierarchically encodes spectrograms. Without using out-of-domain (non-audio) data, Audio-MAE focuses on audio-only self-supervised pre-training from scratch.

**In-domain pre-training for audio.** Existing in-domain (audio-only) self-supervised methods can be broadly categorized by the input signal (e.g., raw waveform [Sch+19; Bae+20; Bae+22], frame-level features [Hsu+21; SHM22; Sri+21] or spectrogram patches [Gon+21; BPH22]) and the objective used for self-supervision (e.g., contrastive [OLV18a; Bae+20; AZ18; Pat+21; Hsu+21] or prediction/reconstruction [Gon+21; Bae+22; Sri+21; SHM22]). For example, wav2vec 2.0 [Bae+20] takes raw waveform as inputs and exploits contrastive learning to discriminate contextualized representations in different time segments. Mockingjay [Liu+20] proposed a masked acoustic model pretext task to reconstruct frame-level Mel-features of masked time frames. SS-AST [Gon+21] is a self-supervised learning method operates over spectrogram patches and employs joint contrastive and reconstructive objectives on masked patches. Previous methods generate audio representations by encoding full-view of both masked and non-masked time or spectrogram segments for self-supervised pre-training. In contrast, Audio-MAE encodes only the non-masked patches. There exist independent and concurrent works [BPH22; Cho+22; Nii+22] using related methods, which we also compare against in this chapter.

## 7.3 Audio Masked Autoencoders (Audio-MAE)

Our Audio-MAE is a conceptually simple extension of MAE to audio. Fig. 7.1 shows an overview.

**Spectrogram Patch Embeddings.** Following [GCG21a; Gon+21], we transform audio recordings into Mel-spectrograms and divide them into regular grid patches. These patches are then flattened and embedded by a linear projection. As in MAE [He+21b], we add fixed sinusoidal positional embeddings to the embedded patches.

Figure 7.2: Audio-MAE’s masking strategies on Mel-spectrograms.

**Masking Strategies.** Audio-MAE masks out a large subset of spectrogram patches. As a spectrogram can be viewed as a 2D representation of time/frequency components of a sound, it is reasonable to explore treating time and frequency differently during masking. In this chapter, we explore both the unstructured (i.e., random masking without any prior)
and structured (i.e., randomly masking a portion of time, frequency, or time+frequency of a spectrogram) in the pre-training and fine-tuning phase. Illustrative examples are shown in Fig. 7.2. We show masked regions with a dark overlay.

The masking mechanism, as introduced in MAE [He+21b], is the key ingredient for efficient self-supervised learning. Masking reduces the sequence length and encourages learning global, contextualized representations from limited “visible” patches. We observe that akin to images, a large masking rate (80% in our experiments for spectrogram patches, which is similar to 75% in MAE for images) is feasible for learning self-supervised audio representations. Unlike BERT [Dev+19] that uses a 15% masking rate for self-supervised learning in NLP, most of the tokens/patches can be discarded for spectrograms as well as images due to high redundancy in these modalities. Beyond self-supervised pre-training, we further explore the effectiveness of masking in the supervised fine-tuning stage. Empirically, we found unstructured (random) masking at a higher ratio for pre-training and structured (time+frequency masking) at a lower ratio for fine-tuning provide the best accuracy (ablations are in §7.4.4).

**Encoder.** Audio-MAE uses a stack of standard Transformers [Vas+17] as its encoder. The encoder only processes (20%) non-masked patches to reduce computation overhead which is quadratic to the input sequence length. We use the 12-layer ViT-Base (ViT-B) [Dos+20] Transformer as our default. Given that masking is a crucial step in prompting the model to learn the distribution, it renders Convolutional Neural Network (CNN) architectures less suitable in Mean Absolute Error (MAE) scenarios. This is due to the inability of CNNs to manage zero-masking, resulting in errors.

**Decoder with Local Attention.** The decoder is also composed of standard Transformer blocks. The encoded patches from the encoder are padded with trainable masked tokens. After restoring the original time-frequency order in the audio spectrogram, we add the decoder’s (fixed sinusoidal) positional embeddings and feed the restored sequence into the decoder. At the top of the decoder stack, we add a linear head to predict and reconstruct the input spectrogram.

To address the unique characteristics of audio spectrograms, our work investigates an enhancement to the vanilla MAE decoder. Image-based MAE uses global self-attention in the Transformer decoder which is appropriate for visual context, because visual objects are typically invariant under translation or scaling, and their exact position may not affect the semantics of an image. In contrast, the position, scale, and translation of spectrogram features however directly affects the sound or semantics of an audio recording. Consequently, global self-attention is sub-optimal for spectrograms if the time-frequency components is predominantly local. For instance, we would have better success to use the harmonics (e.g., Fig. 7.2a) in lower bands of a vowel to predict the spectrogram patch vertically in a higher frequency band rather than horizontally in the time domain. Similarly, a frictional sound of a consonant likely only correlates to other part of the consonant, and is without dependency to other silence segments in the audio recording. Compared to
images, the spectrogram patches are more similar to speech or text tokens where its order and position is more relevant.

To address the nature of audio spectrograms, in addition to using Transformers with global self-attention as in vanilla MAE, we incorporate the local attention mechanism which groups and separates the spectrogram patches into local windows in self-attention for decoding. We investigate two types of local attention: (1) Shifted window location: Inspired by the shifted window in Swin Transformers [Liu+21], we shift window attention by 50% between consecutive Transformer decoder layers. For padding the margin when shifting, we cyclically shift the spectrogram to the top-left direction. Fig. 7.3 illustrates the localized decoder attention by shifted windows. (2) Hybrid window attention (global+local attention): Inspired by [Li+22c], to add better cross-window connections, we design a simple hybrid (global+local) attention that computes local attention within a window in all but the last few top layers. In this way, the input feature maps for the final reconstruction layer also contain global information. For simplicity, we use no pooling or hierarchical structure. Decoders with different attention types are compared in §7.4.4.

**Objective.** The Audio-MAE decoder learns to reconstruct the input spectrogram by predicting the values in the spectrogram patches or their per-patch normalized ones. The objective is the mean squared error (MSE) between the prediction and the input spectrogram, averaged over unknown patches. Empirically we found employing the reconstruction loss alone is sufficient while including additional contrastive objectives (e.g., InfoNCE loss [OLV18b]) does not improve Audio-MAE.

**Fine-tuning for Downstream Tasks.** During fine-tuning, we only keep and fine-tune the encoder with the decoder removed. Different from the original MAE, and inspired by [BAM19; Kou+21a], we also explore to employ masking in the fine-tuning stage to remove a portion of patches to further regularize learning from a limited view of spectrogram inputs, which, as a side effect, also reduces computation during fine-tuning. Compared to SpecAug [Par+19] which takes full-length input with the masked portion set to zero, Audio-MAE sees only a subset of real-valued input patches. Following MAE, we apply average pooling over encoded non-masked patches and employ a linear layer on top for classification.

### 7.4 Experiments

We perform an extensive evaluation on six tasks, including audio classification on AudioSet (AS-2M, AS-20K) and Environmental Sound Classification (ESC-50), and speech classifica-
Experiments

7.4.1 Datasets and Tasks

**AudioSet** [Gem+17b] (AS-2M, AS-20K) The setup is the same as Chapter 6. For the AS-2M experiments, we use the union of unbalanced and balanced training audio for pre-training and fine-tuning. For the AS-20K experiments, we use AS-2M for pre-training and the 20K balanced set for fine-tuning.

**Environmental Sound Classification** (ESC-50) [Pic15b] is an audio classification dataset consists of 2,000 5-second environmental sound recordings. There are 50 classes in ESC. We report accuracy under 5-fold cross-validation with the same split used by [GCG21a].

**Speech Commands** (SPC-2, SPC-1) [War18] are two keyword spotting tasks. In SPC-2, there are 35 speech commands. The training/validation/testing set has 84,843/9,981/11,005 1-second recordings, respectively. In SPC-1, there are 10 classes of keywords, 1 silence class, and 1 unknown class that includes all the other 20 common speech commands. We use the data and split provided in the SUPERB [Yan+21] benchmark to report the testing accuracy.

**VoxCeleb** (SID) [Nag+20] contains 150K utterances from 1,251 speakers. The speaker identification task (SID) is to classify the utterances to identify its original speaker. We use the V1 standard train (138,361), validation (6,904), testing (8,251) sets and report the testing accuracy.

7.4.2 Implementation Details

We use a vanilla 12-layer ViT-B by default as the Transformer encoder. For the decoder, we use a 16-layer Transformer with shifted local attention. We investigate the vanilla (global attention) and hybrid (global + local attention) decoder variants (see Table 7.1c).

Following [GCG21a; Nag+21a], we transform raw waveform (pre-processed as mono channel under 16,000 sampling rate) into 128 Kaldi [Pov+11a]-compatible Mel-frequency bands with a 25ms Hanning window that shifts every 10 ms. For a 10-second recording in AudioSet, the resulting spectrogram is of $1 \times 1024 \times 128$ dimension.

For patch embedding, we use convolutional kernels with (16, 16) size and stride in time and frequency (thus, patches are non-overlapping) to avoid short-cuts via overlap in self-supervision (though, at high masking ratios such short-cuts are less severe). By default, we use a masking ratio of 0.8 with (unstructured) random masking for pre-training. During fine-tuning, we employ a lower masking ratio (0.3 in time and 0.3 in frequency). Ablations on these design choices are given in §7.4.4.
Self-Supervised Training: Masked AutoEncoder

Figure 7.4: For pre-training, a higher ratio and unstructured masking (random) is preferred. For fine-tuning, a lower ratio and structured masking (time+frequency) is better. The y-axes are mAP on AS-2M and the x-axes are masking ratio. This ablation format follows [He+21b].

7.4.3 Pre-training and Fine-tuning

We use AudioSet-2M for pre-training and randomly iterate over all audio recordings. We train for 32 epochs with a batch size of 512 and a 0.0002 learning rate. We distribute the training load over 64 V100 GPUs and the total training time is ~36 hours. For each audio, we randomly sample the starting time, cyclically extract 10-second audio, and randomly jitter its magnitude by up to ± 6dB. We use only natural audio spectrograms and apply no augmentations (e.g., [Par+19; Yun+19; Zha+18]) as we do not find these strong augmentations helpful in the pre-training phase.

In the fine-tuning phase, we remove the decoder and only fine-tune the encoder. For the supervised fine-tuning on AudioSet-2M, since the size of training samples are uneven across classes (unbalanced), we follow the common practice of using a weighted sampling to balance the classes during training. In each epoch, we sample 200K instances (~10% of AudioSet-2M) without replacement. We fine-tune for 100 epochs, which aggregate to ~10 full epochs of AudioSet-2M. The probability of sampling an instance is inversely proportional to the dataset-wise occurrences of its classes. Fine-tuning on 64 GPUs takes ~12 hours. For the smaller balanced AudioSet-20K, we fine-tune on 4 GPUs for 60 epochs without weighted sampling.

7.4.4 Ablations and Model Properties

Masking Strategies in Pre-training and Fine-tuning. In Fig. 7.4, we compare different pre-training and fine-tuning masking strategies for Audio-MAE. First, in Fig. 7.4a we explore the pre-training masking ratio. We observe, similar as in MAE for images [He+21b], that a high pre-training masking ratio (80% in our case) is optimal for audio spectrograms. This is due to the fact that both audio spectrograms and images are continuous signals with significant redundancy. Further, we find the unstructured random masking works the best for self-supervised pre-training over more structured masking (e.g., time+frequency).
Unlike MAE for images, there are clear performance differences among masking strategies when pre-training with audio spectrograms. Comparing Audio-MAE reconstructions between Fig. 7.7a to 7.7e and 7.7d to 7.7h, under the same masking ratio, we observe the unstructured random masking is comparably easier than structured masking (i.e., time and/or frequency) as the model can guess the missing component by extrapolating nearby context (e.g., formants in vowels and frictional sounds in consonants around). We also observe that for higher masking ratios, the structured masking alternatives drop in performance, presumably because the task becomes too difficult while random masking improves steadily up to 80%. This result shows that designing a pretext task with proper hardness is important for effective self-supervised learning of audio representations. We therefore use random masking with ratio of 80% as our default for pre-training.

Fig. 7.4b studies the effect of masking during the fine-tuning phase. We see that in this case, it is more beneficial to use structured masking: time+frequency performs better than time- or frequency-based masking, and these perform better than unstructured masking. Overall, we see that the optimal masking ratios are lower than for pre-training and we use 0.3 as our default in the fine-tuning phase.

In general, we observe that for task-agnostic pre-training, unstructured masking with a higher ratio is preferred. While in task-specific fine-tuning, structured masking with lower ratios performs better.

**Impact of Patch Size and Stride.** We compare the performance of Audio-MAE trained with different patch sizes and strides in Table 7.1a. A non-zero overlap (i.e., stride < patch size) between patches will increase the number of patches and quadratically increase computation in floating point operations (FLOPs), as reported in the table. Most prior works follow AST [GCG21a] to use overlapped patches (patch = 16 and stride = 10) to boost end task performance. As shown in Table 7.1a, we do not observe a performance improvement using overlapped patches for Audio-MAE (both 47.3 mAP), presumably because due to overlap, the patch embedding can leak information into the masked patches. The non-overlapped 16×16 patches achieve a good balance between computation and performance. By default, we use this setup in our experiments.

**Encoder.** We investigate the design choices of encoder and decoder architectures in Audio-MAE. Table 7.1b shows the trade-off between encoder model size and performance. As expected, larger models achieve better performance, at a cost of computation and memory. The accuracy gain of ViT-L over ViT-B/S is more significant on the smaller and balanced AS-20K. For ViT-S, the performance gap to ViT-B can be significantly closed (5.0 → 2.3 mAP) when fine-tuning with more in-domain data (AS-20K → AS-2M).
Decoder. Table 7.1c compares decoder attention types in Audio-MAE. Note that decoders are discarded after pre-training and only the equal-sized ViT-B encoders are fine-tuned for the end task. Our results show that local attention with shifted window achieves the best performance. Combining local and global attention (i.e., hybrid attention, Hwin) also improves vanilla global self-attention. Fig. 7.5 shows the qualitative reconstruction comparison. In the spectrogram of vowels, the decoder with local attention reconstructs better harmonics and recovers more context in the spectrogram. Similar phenomena are observed in the frictional sound in the middle consonant.

Table 7.1d ablates the impact of decoder depth on mAP. A deeper 16-layer decoder achieves better performance against its shallower variants. Note that our decoder uses local window attention by default where only a fraction of tokens (4×4 local windows vs. 64×8 with global attention) are attended. For global attention we find 8-layer decoders to perform better than 16-layer. Table 7.1e compares decoder width (embedding dimension). A 512-dimension decoder achieves a good trade-off between computation and performance as a wider one is not better.

Pre-training Data and Setup. Table 7.1f summarizes the impact of pre-training dataset size when finetuned with the full AS-2M dataset. Overall the model performance is monotonically increasing when using more data for pre-training. Comparing the performance of using 1% well-annotated AS-20K balanced data to using randomly sampled 20K unbalanced data for pre-training, the similar mAPs (39.4 vs 39.6) suggest that the distribution of data classes (balanced versus unbalanced) is less important for pre-training. This is generally the same for the case when we finetune the model with the same fraction of the dataset, as is shown in Table 7.1g. We also compared with AST (IN-SL), the difference is more dramatic. Evidently, AudioMAE SSL is more robust to the skewed distribution than the supervised learning method. The performance gap can only be closed given enough data, as is shown in figure 7.6. Millions of additional data brought up the mAP of the majority of the classes. Meanwhile, as shown in Table 7.1h, training for longer is beneficial yet the performance saturates after the 24-th epoch.
<table>
<thead>
<tr>
<th>Patch size, stride</th>
<th>Seq shape</th>
<th>FLOPs</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>(16,16), (16,16)</td>
<td>64×8</td>
<td>48.6</td>
<td>47.3</td>
</tr>
<tr>
<td>(16,16), (10,10)</td>
<td>101×12</td>
<td>130.5</td>
<td>47.3</td>
</tr>
<tr>
<td>(32,16), (16,16)</td>
<td>63×8</td>
<td>47.8</td>
<td>46.6</td>
</tr>
<tr>
<td>(16,32), (16,16)</td>
<td>64×7</td>
<td>42.1</td>
<td>46.8</td>
</tr>
</tbody>
</table>

(a) **Patch size and stride**

<table>
<thead>
<tr>
<th>Backbone #Params</th>
<th>AS-20K</th>
<th>AS-2M</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-S 22M</td>
<td>32.1</td>
<td>45.0</td>
</tr>
<tr>
<td>ViT-B 86M</td>
<td>37.1</td>
<td>47.3</td>
</tr>
<tr>
<td>ViT-L 304M</td>
<td>37.6</td>
<td>47.4</td>
</tr>
</tbody>
</table>

(b) **Model size (encoder)**

<table>
<thead>
<tr>
<th>Attention type</th>
<th>AS-20K</th>
<th>AS-2M</th>
<th>ESC-50</th>
<th>SID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global (vanilla)</td>
<td>36.6</td>
<td>46.8</td>
<td>93.6</td>
<td>94.1</td>
</tr>
<tr>
<td>Local (shifted)</td>
<td>37.1</td>
<td>47.3</td>
<td>94.1</td>
<td>94.8</td>
</tr>
<tr>
<td>Hwin (local + global)</td>
<td>36.8</td>
<td>47.3</td>
<td>93.8</td>
<td>95.0</td>
</tr>
</tbody>
</table>

(c) **Decoder attention comparison.**

<table>
<thead>
<tr>
<th>% of AS-2M mAP</th>
<th>% of AS-2M AudioMAE-mAP</th>
<th>AST[GCG21a]-mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% (AS-20K)</td>
<td>39.4</td>
<td>37.1</td>
</tr>
<tr>
<td>1% (AS-2M)</td>
<td>39.6</td>
<td>32.3</td>
</tr>
<tr>
<td>10%</td>
<td>42.6</td>
<td>37.6</td>
</tr>
<tr>
<td>50%</td>
<td>46.4</td>
<td>44.5</td>
</tr>
<tr>
<td>100%</td>
<td>47.3</td>
<td>47.3</td>
</tr>
</tbody>
</table>

(d) **Decoder depth**

<table>
<thead>
<tr>
<th>Depth</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>46.8</td>
</tr>
<tr>
<td>8</td>
<td>47.2</td>
</tr>
<tr>
<td>16</td>
<td>47.3</td>
</tr>
</tbody>
</table>

(e) **Decoder width**

<table>
<thead>
<tr>
<th>Width</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>46.9</td>
</tr>
<tr>
<td>512</td>
<td>47.3</td>
</tr>
<tr>
<td>768</td>
<td>47.3</td>
</tr>
</tbody>
</table>

(f) **Pre-training size for AS-2M**

<table>
<thead>
<tr>
<th>FineTune epoch</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>46.5</td>
</tr>
<tr>
<td>16</td>
<td>46.8</td>
</tr>
<tr>
<td>24</td>
<td>47.2</td>
</tr>
<tr>
<td>32</td>
<td>47.3</td>
</tr>
<tr>
<td>40</td>
<td>47.3</td>
</tr>
</tbody>
</table>

(g) **Pre-training size same as FineTune size**

<table>
<thead>
<tr>
<th>scenario</th>
<th>IN-SSL</th>
<th>IN-SL</th>
<th>AS-SSL</th>
<th>AS-20K</th>
<th>AS-2M</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(2)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(3)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

(h) **Pre-training epoch**

<table>
<thead>
<tr>
<th>(i) <strong>External ImageNet (IN) pre-training.</strong> SSL: w/ self-supervised MAE. SL: w/ supervised (fine-tuned) MAE.</th>
</tr>
</thead>
</table>

Table 7.1: **Ablation studies on AS-2M**

The gray entries are the default Audio-MAE setup (ViT-B encoder, decoder with shifted local attention, pre-trained for 32 epochs). Table format follows [He+21b].

**Out-of-domain Pre-training on ImageNet.** Initializing audio models from ImageNet pre-trained weights has become popular for audio classification. However, as there are significant discrepancies between image and audio modalities, it is questionable if out-of-domain pre-training benefits audio representation learning. In Table 7.1i we design 3 scenarios to investigate this for Audio-MAE: (1) Audio-only pre-training (AS-SSL) from scratch. We consider this the ideal schema for learning audio representations as it is a simple and clean setup that prevents uncontrollable bias transfer from other modalities. (2)
Directly using self-supervised ImageNet MAE models (IN-SSL) and its fine-tuned variant (IN-SL). (3) Audio-MAE self-supervised pre-training on top of these ImageNet weights.

The results show that (1) from-scratch audio-only pre-training is the best. For scenarios (2) and (3), we observe that ImageNet pre-training alone (2) is not sufficient (especially when the downstream data is smaller, AS-20K), and, in self-supervised pre-training on AudioSet, ImageNet initialization (3) does not help but degrades accuracy. Also in (3), supervised ImageNet pre-training (IN-SL) seems harmful. Consequently, the result suggests that out-of-domain pre-training (i.e., ImageNet) is not helpful for Audio-MAE, possibly due to domain shift.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>PT-Data</th>
<th>AS-20K</th>
<th>AS-2M</th>
<th>ESC-50</th>
<th>SPC-2</th>
<th>SPC-1</th>
<th>SID</th>
</tr>
</thead>
<tbody>
<tr>
<td>No pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERANN [VBV21]</td>
<td>CNN</td>
<td>-</td>
<td>-</td>
<td>45.0</td>
<td>89.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PANN [Kon+19a]</td>
<td>CNN</td>
<td>-</td>
<td>27.8</td>
<td>43.1</td>
<td>83.3</td>
<td>61.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>In-domain self-supervised pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>wav2vec 2.0 [Bae+20]</td>
<td>Transformer</td>
<td>LS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96.2</td>
<td>75.2</td>
</tr>
<tr>
<td>HuBERT [Hsu+21]</td>
<td>Transformer</td>
<td>LS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>96.3</td>
<td>81.4</td>
</tr>
<tr>
<td>Conformer [Sri+21]</td>
<td>Conformer</td>
<td>AS</td>
<td>-</td>
<td>41.1</td>
<td>88.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SS-AST [Gon+21]</td>
<td>ViT-B</td>
<td>AS+LS</td>
<td>31.0</td>
<td>-</td>
<td>88.8</td>
<td>98.0</td>
<td>96.0</td>
<td>64.3</td>
</tr>
<tr>
<td>Concurrent MAE-based works</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaskSpec [Cho+22]</td>
<td>ViT-B</td>
<td>AS</td>
<td>32.3</td>
<td>47.1</td>
<td>89.6</td>
<td>97.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MAE-AST [BPH22]</td>
<td>ViT-B</td>
<td>AS+LS</td>
<td>30.6</td>
<td>-</td>
<td>90.0</td>
<td>97.9</td>
<td>95.8</td>
<td>63.3</td>
</tr>
<tr>
<td>Audio-MAE (global)</td>
<td>ViT-B</td>
<td>AS</td>
<td>36.6±.11</td>
<td>46.8±.06</td>
<td>93.6±.11</td>
<td>98.3±.06</td>
<td>97.6±.06</td>
<td>94.1±.06</td>
</tr>
<tr>
<td>Audio-MAE (local)</td>
<td>ViT-B</td>
<td>AS</td>
<td>37.0±.11</td>
<td>47.3±.11</td>
<td>94.1±.10</td>
<td>98.3±.06</td>
<td>96.9±.00</td>
<td>94.8±.11</td>
</tr>
<tr>
<td>Out-of-domain supervised pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSLA [GCG21b]</td>
<td>EffNet</td>
<td>IN</td>
<td>31.9</td>
<td>44.4</td>
<td>-</td>
<td>96.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AST [GCG21a]</td>
<td>DeiT-B</td>
<td>IN</td>
<td>34.7</td>
<td>45.9</td>
<td>88.7</td>
<td>98.1</td>
<td>95.5</td>
<td>41.1</td>
</tr>
<tr>
<td>MBT [Nag+21a]</td>
<td>ViT-B</td>
<td>IN-21K</td>
<td>31.3</td>
<td>44.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HTS-AT [Che+22]</td>
<td>Swin-B</td>
<td>IN</td>
<td>-</td>
<td>47.1</td>
<td>97.0</td>
<td>98.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PaSST [Kou+21a]</td>
<td>DeiT-B</td>
<td>IN</td>
<td>-</td>
<td>47.1</td>
<td>96.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.2: on audio and speech classification tasks. Metrics are mAP for AS and accuracy (%) for ESC/SPC/SID. For pre-training (PT) dataset, AS:AudioSet, LS:LibriSpeech, and IN:ImageNet. †: Fine-tuning results with additional supervised training on AS-2M. We gray-out models pre-trained with external non-audio datasets (e.g., ImageNet). Best single models in AS-2M are compared (no ensembles). *: linear evaluation results from [Yan+21].
7.4.5 Comparison with the State-of-the-art

Table 7.2 compares Audio-MAE (with 3-run error bars) to prior state-of-the-art. We categorize the comparison into 3 groups. For a fair comparison, our main benchmark is the models in the middle group with self-supervised pre-training on in-domain (audio) datasets (AudioSet and LibriSpeech). For reference we also list other models without pre-training (the top group) and other models with supervised pre-training on out-of-domain ImageNet (the bottom group), where the latter contains the previous best systems on the datasets.

Pre-trained on AudioSet, Audio-MAE achieves the best performance across all tasks compared to other models with in-domain self-supervised pre-training. On AudioSet-20K, its 37.1 mAP significantly outperforms all other approaches including concurrent works and other models with out-of-domain pre-training. On AudioSet-2M and ESC-50, our method also outperforms Conformer [Sri+21] and SS-AST [Gon+21]. Notably, unlike SS-AST and concurrent MAE-AST [BPH22], which trained with additional 1,000 hours of speech in Librispeech, we use only AudioSet for pre-training. Figure 7.6 showcased that most classes benefited linearly from more data. This trend also applies to all the models discussed in Chapter 6, the low-performing classes mostly remain low-performing, there are 81 of the bottom 100 performance classes remained in the bottom 100 classes when going from AS-20k trained to AS-2M trained. For instance, female/ male speech classes
(0.03 mAP, 0.05 mAP) are much worse than speech class (0.81mAP), this could be due to the highly imbalanced distribution of the training data. This issue could be alleviated through oversampling as will be shown in Chapter 13 § 13.7, but it is difficult to eliminate due to various other issues such as labeling errors and lack of distinguishability.

Figure 7.7: Spectrogram reconstruction visualizations on the AudioSet eval set. Column-wise type: speech, music, event, others. Masking type: (a-d) unstructured (random); (e-h) structured (time+frequency). Masking Ratio: 70%. In each group, we show the original spectrogram (1, top), masked input (2, middle), and MAE output (3, bottom). The spectrogram size is 1024×128; patch size is 16×16. Each sample has 64×8=512 patches with 154 (70% masked) patches being visible to Audio-MAE. Please click (1 2 3) for audible .wavs.

In the bottom group of Table 7.2, Audio-MAE also outperforms previous state-of-the-art models with ImageNet supervised pre-training. Note that the proposed Audio-MAE does not rely on any out-of-domain data and labels, nor use knowledge distillation (e.g., DeiT) from additional CNN-based models. Also, compared to HTS-AT [Che+22] and PaSSST [Kou+21a], Audio-MAE is trained with audio under 16K sampling rate. As
experimented in [Kon+19a], there could be up to 0.4 potential mAP improvement for Audio-MAE if audio with 32K sampling rate is available.

For the speech tasks (SPC-1, SPC-2, and SID), Audio-MAE outperforms other models without pre-training (ERANN [VBV21], PANNs [Kon+19a]), supervised (AST) and self-supervised models (SS-AST, MAE-AST). We further list other works (marked with *) to include the latest results introduced in the SUPERB [Yan+21] benchmark. But note that these results are not strictly comparable since SUPERB employs linear evaluation where the underlying pre-trained models are not end-to-end fine-tuned.

In summary, with audio-only from-scratch pre-training on AudioSet, our Audio-MAE performs well for both the audio and speech classification tasks.

### 7.4.6 Visualization and Audible Examples by Audio-MAE Decoder

For better visualization, we follow MAE [He+21b] to use MSE over non-normalized spectrograms as the self-supervised objective. We use ViT-L as the Audio-MAE encoder for visualization. Fig. 7.7 illustrates the reconstruction results sampled from the AudioSet-2M eval set. We further reconstruct .wav files using the Griffin-Lim [GL84] algorithm, audible under the anonymous links (accessible in respective 1 2 3).

As can be seen and heard, for various masking strategies and different sounds, our Audio-MAE generates reasonable reconstruction. It works well for noisy event sounds (e.g., the reconstructed siren in Fig. 7.7c-3), as well as speech and music (e.g., the reconstructed singing in Fig. 7.7b-3). Notably, unlike visual contents that are typically scale/translation/position invariant [Liu+21], absolute positions and arrangement of spectrogram components are critical for humans to understand sound [ST04]. For example, shifting a pitch will make an audio sounds completely different. Also, phoneme sequences in time are important cues for speech understanding. Consequently, unstructured masking produces better aligned outputs that are closer to the ground truth (top row in each subfigure) as the model can make better predictions based on nearby spectrogram patches; while structured masking is harder (less accurate or with words missing), especially when masking is performed over the time axis. A failure example (missing words) is the reconstructed speech in Fig. 7.7e-3.

### 7.5 Conclusion

Now, we have explored a simple extension of MAE [He+21b] to audio data. Our Audio-MAE learns to reconstruct masked spectrogram patches from audio recordings and achieves state-of-the-art performance on six audio and speech classification tasks. We have drawn four interesting observations: First, a simple MAE approach works surprisingly well for audio spectrograms. Second, we find that it is possible to learn stronger representations
with local self-attention in the decoder, reconstruction seems to be the most promising pretext task for AED. Third, we show that masking can be applied to both pre-training and fine-tuning, improving accuracy and reducing training computation. The optimal strategy depends on the nature of the data (audio, image, etc.) and the learning type (self-/supervised). Fourth, the best performance can be achieved by pre-training and fine-tuning under the same modality, without reliance on cross-modality transfer learning.

In the concluding chapter of this section, it is evident that Transformers are surpassing Convolutional Networks. Due to their inability to handle zero-masking without producing errors, Convolutional Networks can’t be masked and hence are unsuitable for Mean Absolute Error (MAE) scenarios. This limitation restricts the applicability of ConvNets for MAEs. Conv nets are only left with augmentation-based contrastive-learning or denoising autoEncoder-style SSL, which are recently shown to be suboptimal [Ass+23].
Part II

Robustness of Audio-visual Systems
Part II Overview:

In this part, we start with verifying our motivation – verifying the existence of threats from adversarial attacks in the real world. We demonstrated threats from adversarial perturbation could exist in both unimodal visual and audio domains even without tampering with the target of interest. (Chapter 8)

In order to learn a robust multimodal model, we first study whether we could build a model to take advantage of multimodal input, by building a better joint embedding. We show that a better loss objective and more sophisticated fusion methods tend to strengthen the robustness of a system by better leveraging information from auxiliary modalities. We based our study on the Video-text retrieval task. (Chapter 9)

To gain a deeper insight into the resilience of multimodal systems, we use adversarial perturbations as scalpels to stress test their performance since adversarial attacks are formulated to be the “worst case” scenarios for any model. We show some intriguing properties of multimodal AED models under the stress test of adversarial perturbation. (Chapter 10) In this way, not only can we quantify robustness, but we could also be better informed about how to design robust multimodal systems in practice, where we showed that strategies such as convexity-aware and density-aware mixup are effective in improving the adversarial robustness of a multimodal system. (Chapter 11)

Due to the prohibiting cost of adversarial training, we foresee the continued prevalence of standard-trained models in the near future. We believe it is important to understand standard-trained models’ robustness without any defense. We performed an empirical study of audio models against common corruption and adversarial perturbation(Chapter 12). We also study the correlation between robustness and sharpness in this chapter. This study showcased some limitations of the canonical definition of robustness, and the gap between adversarial robustness and real-world noise robustness.
Chapter 8

Verifying Threats

8.1 Introduction

Recent demonstrations of the ease with which machine learning systems can be “fooled” have caused a strong impact in the field and in the general media. In the majority of the cases studied, however, these attacks are considered in a “purely digital” domain, that is they consider perturbations that directly modify the digital input to the classifier in order to fool the model. Do we need to really worry about them if they only exist digitally?

A smaller but still substantial line of work has emerged to show that these attacks can also transfer to the physical world; these have considered cases of printing out pictures intended to fool classifiers [Bro+17], placing physical stickers on objects to fool a classifier [Evt+18], or directly manufacturing objects intended to fool a classifier (even when observed from multiple angles) [Ath+17]. In all these cases, though, the primary mode of attack has been manipulating the object of interest, often with very visually apparent perturbations. Compared to attacks in the digital space, physical attacks have not been explored to their full extent: we still lack baselines and feasible threat models that work robustly in reality. In this chapter, we are going to show 2 adversarial examples that work in reality in both vision and audio that do not require manipulating the object of interest.

8.2 Adversarial Camera Sticker

We show a method for physically fooling a network such that all objects of a particular class are misclassified using a visually inconspicuous modification. To accomplish this, we develop an “adversarial camera sticker”, which can be affixed to the lens of the camera itself, and which contains a carefully constructed pattern of dots that causes images viewed by the camera to be misclassified. These dots look like mostly-imperceptible blurry spots
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Figure 8.1: Illustration of our approach: (left) our adversarial sticker affixed to a camera lens; (right) view from the camera with sticker, where the keyboard is reliably classified as a computer mouse for most viewpoints and scales.

in the camera image, and are not obvious to someone viewing the image, as is exemplified in Figure 8.1. The main challenge of creating this attack relative to past work is that the space of possible perturbations we can feasibly introduce with this model is very limited: unlike past attacks which operate in the pixel-level granularity of the images, the optics of the camera mean that we can only create blurry dots without any of the high-frequency patterns typical of most adversarial attacks. The overall procedure consists of three main contributions and improvements over past work:

1. Our threat model is the first of its kind to inject a perturbation on the optical path between the camera and the object, without tampering with the object itself.

2. Ours is the first instance we are aware of a “universal” physical perturbation (universal perturbations in digital space were considered by Moosavi-Dezfooli et al. [MD+17]). Owing to the fact that the sticker will apply the same perturbation to all images, we need to create a single perturbation that will cause the classifier to misclassify over multiple angles and scales.

3. Our method jointly optimizes the adversarial nature of the attack while fitting the threat model to the perturbations achievable by the camera. This is due to the challenge of finding the “allowable” set of perturbations that can be physically observed by the camera.

We carefully crafted our dot attacks and the visual threat model (i.e., the set of allowable physical perturbations) using a differentiable alpha blending module (will be explained in Section 8.2.1). We train the attack, and conducted evaluation experiments, both on a real camera using printed stickers, and (virtually, but with physically realistic perturbations) on the ImageNet dataset [Den+09]. Our experiments show that on real video data with a physically manufactured sticker, we can achieve an average targeted fooling rate of 52%
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over 5 different class/target class combinations, and furthermore reduce the accuracy of the classifier to 27%. On the ImageNet test set, we can construct a (digital, but physically realistic) attack that reduces the classification accuracy of the “street sign” ImageNet class from 64% to 18%, and achieves an average of a 33% targeted fooling rate over 50 randomly selected target classes. In total, we believe this work substantially adds to the recent crucial considerations of the “right” notion of adversarial threat models (see e.g. Papernot et al. [Pap+18] for additional discussion on a similar point), demonstrating that these pose a physical risk when an attacker can access a camera.

8.2.1 A threat model for physical camera sticker attacks

Traditional attacks on neural network models work as follows. Given a classifier $f : \mathcal{X} \rightarrow \mathcal{Y}$, we want to find some perturbation function $\pi : \mathcal{X} \rightarrow \mathcal{X}$, such that for any input $x \in \mathcal{X}$, $\pi(x)$ looks “indistinguishable” from $x$, yet is classified incorrectly by $f$ even when $x$ is classified correctly, i.e., $f(x) \neq f(\pi(x))$. Typically $\pi$ is taken to be some norm-bounded additive perturbation, i.e.,

$$\pi(x) = x + \delta$$

with $\|\delta\|_p \leq \epsilon$ for some bound $\epsilon$ (we generally refer to the space of all such allowable function as $\Pi$), though in this chapter we will specifically consider a much more limited class of perturbations, to ensure that they are actually achievable in a real system.

The goal of standard adversarial attacks is, for a given $x \in \mathcal{X}, y \in \mathcal{Y}$, to find a perturbation $\pi \in \Pi$ that maximizes the loss

$$\max_{\pi \in \Pi} L(f(\pi(x)), y).$$

(8.2)

A slight variant of this approach is to consider targeted attacks that specifically try to maximize the loss of the true class and minimize the loss of some target class

$$\max_{\pi \in \Pi} \left( L(f(\pi(x)), y) - L(f(\pi(x), y_{\text{targ}})) \right).$$

(8.3)

Finally, whereas the standard attacks are able to adapt $\pi$ to a specific input, another variant (which we will need to consider here), is a universal perturbation, where a single perturbation function $\pi$ must be chosen to maximize expected error over multiple samples drawn from some distribution $\mathcal{D}$

$$\max_{\pi \in \Pi} \mathbb{E}_{(x,y) \sim \mathcal{D}} \left[ L(f(\pi(x)), y) \right].$$

(8.4)

and where we can also consider the targeted variant as well.

To design a threat model for a physical camera attack, we need to consider the approximate effect of placing small dots on a sticker. Owing to the optics of the camera lens, a small
opaque dot placed upon the camera lens will create a small translucent patch on the image itself. Assuming sufficient lighting, such translucent overlays can be well-approximated by an alpha-blending operation between the original image and an appropriately sized and colored dot.

More formally, explicitly considering \( x \) to be a 2D image with \( x(i, j) \) denoting the pixel at the \((i, j)\) location, we consider the perturbation function for a single dot in the image \( \pi_0(x; \theta) \), (where \( \theta \) denotes the parameters of the perturbation model, which we will discuss shortly), given by

\[
\pi_0(x; \theta)(i, j) = (1 - \alpha(i, j)) \cdot x(i, j) + \alpha(i, j) \cdot \gamma
\]

\[
\alpha(i, j) = \alpha_{\text{max}} \cdot \exp(-d(i, j)^\beta)
\]

\[
d(i, j) = \frac{(i - i^{(c)})^2 + (j - j^{(c)})^2}{r^2}
\]

where the parameters:

\[
\theta = \left( \gamma, (i^{(c)}, j^{(c)}), r, \alpha_{\text{max}}, \beta \right)
\]

(8.6)

correspond to the following aspects of the dot:

- \( \gamma \in [0, 1]^3 \) – RGB color
- \((i^{(c)}, j^{(c)}) \in \mathbb{R}^2\) – center location (pixel coordinates)
- \( r \in \mathbb{R}^+ \) – effective radius
- \( \alpha_{\text{max}} \in [0, 1] \) – maximum alpha blending value
- \( \beta \in \mathbb{R}^+ \) – exponential dropoff of alpha value

Intuitively, this perturbation model captures the following process. Each dot is parameterized by its center location in the image \((i^{(c)}, j^{(c)})\) and its color \( \gamma \). Each pixel \( \pi_0(x; \theta)(i, j) \) in the perturbed image is given by a linear combination between the original pixel and the color \( \gamma \), weighted by the position-dependent alpha mask \( \alpha(i, j) \). For pixels \((i, j)\) that are closer than the radius \( r \) to the point, the corresponding \( \alpha(i, j) \) value will be close to \( \alpha_{\text{max}} \), whereas for pixels that are far away, the \( \alpha(i, j) \) value will be essentially zero. Finally, the \( \beta \) parameters control the “smoothness” of the dropoff: for \( \beta \to \infty \), the alpha mask will hard dropoff at a radius \( r \), whereas for smaller values the dropoff in alpha values will be more gradual.

To form our final perturbation model, we simply compose \( K \) of these single-dot perturbations, that is

\[
\pi(x; \theta) = \pi_0(\cdot; \theta_K) \circ \ldots \circ \pi_0(\cdot; \theta_2) \circ \pi_0(x; \theta_1)
\]

(8.7)
where the total parameters $\theta = (\theta_1, \ldots, \theta_K)$ are simply the concatenation of the parameters for each dot. A visualization of a possible perturbation under this model, with multiple dots with different center locations and colors, $\alpha_{\text{max}} = 0.3$, $\beta = 1.0$, and a radius of 40 pixels is shown in Figure 8.2. One point that is important to emphasize is that resulting image $\pi(x; \theta)$ is a differentiable function of the parameters $\theta$: all parameters are real-valued quantities and each pixel value is a continuous function of the parameters. In other words, we can implement the perturbation model within an automatic differentiation toolkit (we implement it in the PyTorch library), a feature that will be exploited to both fit the perturbation model to real data and to construct adversarial attacks, in the following sections.

### 8.2.2 Achieving inconspicuous, physically realizable perturbations

Although the perturbation model above captures a reasonable approximation to attacks that can be created by a physical sticker, there are obvious problems with simply optimizing an attack over its parameters $\theta$. First, it is easy to create attacks that fool a classifier, but which are very obvious to an observer (consider a fully opaque “dot” that covers the entire image). But second, and subtly, most parameterizations in such a class will not correspond to a perturbation that can be physically achieved on the camera. Indeed, this can be seen in Figure 8.2: the neon-colored dots are possible to reproduce with a printed sticker, and the precise radius, opacity, and smoothing dropoff of an actual physical dot are not perfectly controllable but are limited to a very narrow range of achievable parameters.

Owing to this fact, instead of constructing attacks under the general perturbation model first and then attempting to manufacture them physically, we take an opposite approach: we manufacture physical perturbations that we know to be both inconspicuous and (by definition) physically realizable, and we fit the parameters of the perturbation model to recreate these physical perturbations. Ultimately, this will give us a class of perturbation function $\Pi$ corresponding to most of the parameters in our perturbation
model being fixed (radius, opacity, dropoff, and a discrete set of allowable colors), while only a few remain free (namely the specific choice of color and the location of the dot).

In more detail, our process works like the following. We print a single small physical dot on transparent paper, and collect two images of the same visual scene (with the camera rigidly mounted so as not to move between taking the two images), one with a “clean” view, referred to as $x^{(0)}$ and one with the dot placed in front of the camera, referred to as $x^{(1)}$; one instance of such images are shown in Figure 8.8. We then used the structural similarity (SSIM) [Zha+17d], which measures the similarity of 2 pictures, to fit the parameters of our perturbation model to reconstruct the observed perturbation as much as possible; that is, we solve the optimization problem

$$\max_{\theta} \text{SSIM} \left( \pi_0(x^{(0)}; \theta), x^{(1)} \right)$$

(8.8)

where we note that by convention, we want to maximize the SSIM to make the images as close as possible.

In theory, because both the SSIM and the perturbation model $\pi$ are differentiable functions, we could simply use projected gradient descent (PGD) to optimize our perturbation model. In reality, however, the loss landscape of this problem is highly non-convex, and most random initializations will have uninformative gradients. Consider the case where the initial guess of the dot location does not overlap at all with the actual dot location: in this case, there will be no informative gradient over the dot location (and hence no informative gradients over the other dot parameters either). In practice, the search procedure, therefore, requires that we find a very good initialization for the dot location, its color, and the other parameters, and only run PGD from this initial location. The precise details of our initialization procedure are perhaps somewhat unimportant to the main messages of this paper, but since the practical implementation is a key aspect to this work overall, very briefly, we use the following strategies to find initial points and optimize the SSIM:

- To initialize the position we simply make an informed guess based upon the known position of the dot in each such physically perturbed images.

- To initialize color space, we fit a linear transformation between the RGB values on the digital version to be printed, and the actual RGB values observed by the camera, that is, we printed 50 separate colors to estimate the transform, $k_{R/G/B}$ and $b_{R/G/B}$ are scalars.

$$y_{R/G/B}^{(\text{observed})} = k_{R/G/B} \cdot y_{R/G/B}^{(\text{printed})} + b_{R/G/B}$$

(8.9)

- Initial values for the remaining radius, $\alpha_{\text{max}}$, and $\beta$ values are simply fixed to values that produce reasonable-looking images.
• In maximizing the SSIM, we found it was advantageous to employ a kind of “block coordinate descent” to iteratively optimize over each set of parameters (center location, color, $\alpha_{\text{max}}$, $\beta$, and radius) individually, each using gradient descent.

We performed this procedure for 50 different physical dots, to learn a single set of $\alpha_{\text{max}}$, $\beta$, and $r$ parameters, and 50 different colors (and of course, 50 different locations, though these parameters were only fit here in order to fit the remaining parameters well). After fitting these parameters, we restricted the allowable class of perturbations $\Pi$ to contain up to 10 composed dots, each with fixed $\alpha_{\text{max}}$, $\beta$, and $r$, and with the color gamma coming from a set of 10 possible color choices $\gamma \in \Gamma \equiv \{\gamma^{(1)}, \ldots, \gamma^{(10)}\}$, where we chose the 10 colors according to how often a single dot of this color (placed randomly) would cause a ResNet to misclassify an example. In other words, the ultimate free parameters of our perturbation model are 1) the center location $(i^{(c)}, j^{(c)})$ of the dot, and 2) the discrete choice of color $\gamma \in \Gamma$; these are the parameters we subsequently optimize over to create adversarial inputs.

8.2.3 Constructing adversarial examples

Given this perturbation model, our final goal is to find some $\pi \in \Pi$ (that is, choose center locations and colors) to maximize the fooling rate of the attack. We specifically consider building a targeted universal adversarial attack against a single class $y^\star$, i.e., we want to fool all observed instances of some class $y^\star$ to be labeled as a target class $y_{\text{targ}}$ instead. This is formally specified by the optimization problem

$$\max_{\pi \in \Pi} \mathbb{E}_{x \sim D(x|y^\star)} \left[ L(f(\pi(x)), y^\star) - L(f(\pi(x)), y_{\text{targ}}) \right]. \quad (8.10)$$

In practice, we approximate this loss by maximizing the loss on some subset of images for a given class. That is, if $x^{(1)}, \ldots, x^{(M)}$ represent a set of images for class $y^\star$, we maximize the loss

$$\mathcal{L} = \sum_{l=1}^{M} \left( L(f(\pi(x^{(l)})), y^\star) - L(f(\pi(x^{(l)})), y_{\text{targ}}) \right). \quad (8.11)$$

Again, because the perturbation model and loss are differentiable in the parameters $(i^{(c)}, j^{(c)})$ and $\gamma_k$ (where the subscript $k$ denotes the parameters for the $k$th dot), we could in theory optimize these with pure (projected) gradient descent. However, we here have only a discrete set of allowable color choices $\gamma \in \Gamma$, and as before, the gradients with respect to the dot positions present a highly non-convex loss surface; and unlike in the case of fitting the perturbation model parameters, there is no “natural” initialization for these parameters in this highly non-convex space. Owing to this, we resort to a greedy block coordinate descent search over individual block positions and colors. That is, we discretize the image into a 45 x 45 grid of possible locations for a dot center (45 is chosen...
such that each is 5 pixels apart for ImageNet), which we denote $C$, plus the 10 discrete possible colors. After running coordinate descent in this manner, we finally fine-tune the position of the dots (since the colors are discrete, we cannot fine-tune these), using gradient descent over the loss function as well. The full procedure is shown in Algorithm 1.

**Algorithm 1: Coordinate Descent: maximize the attack**

**Input:** Number of dots $K$, True class $y^*$, target class $y_{\text{targ}}$, dataset $x^{(1)}, \ldots, x^{(M)}$ of images for class $y^*$  
**Output:** perturbation $\pi \in \Pi$ parametrized by number of dot centers and colors $(i_k^{(c)}, j_k^{(c)})$ and color $y_k \in \Gamma$ for $k = 1, \ldots, K$.  
**Initialization:** $(i_k^{(c)}, j_k^{(c)}) := \emptyset$ (i.e., no visible dot)

// Greedy coordinate descent
repeat
  for $k \in 1, \ldots, K$ do
    // Test all locations and colors for this dot
    for $(i_k^{(c)}, j_k^{(c)}), y_k \in C \times \Gamma$ do
      Evaluate loss (8.11)
    end for
    Choose $(i_k^{(c)}, j_k^{(c)}), y_k$ to be the parameters that achieved the highest loss.
  end for
until Loss converges

// Gradient descent fine-tuning
repeat
  for $k \in 1, \ldots, K$ do
    Update $i_k^{(c)}, j_k^{(c)}$ via gradient descent on loss (8.11)
  end for
until Loss converges

**8.3 Vision Experiments and Results**

Here we present experiments of our attack evaluating both the ability of the digital version of the attack to misclassify images from the ImageNet dataset (still restricting perturbations to be in our physically realizable subset), and evaluating the system on two real-world tasks: classifying a computer keyboard as a computer mouse and classifying a stop sign as
Figure 8.3: Illustration of \( r = 0.025 \) inch dots printed on the camera sticker from Photoshop, corresponding to \( r = 40 \text{pixel} \) dots in camera space: (left) bitmap representation of sticker; (middle) printed sticker on transparency; (right) microscope view.

We also detail some key results in the process of fitting the threat model to real data.

### 8.3.1 Experimental setup

All our experiments consider fooling a ResNet-50 [He+16b] classifier, pre-trained using the ImageNet dataset [Den+09]; we specifically use the pre-trained model included in the PyTorch library [Pas+17]. We use an HP Color LaserJet M253 to print the dot patterns on transparency papers; both the printer and the paper are off-the-shelf office supplies. We can print different-sized dots with radius no smaller than 0.01 inches in multiple colors. Figure 8.3 shows the printing pipeline.

### 8.3.2 Training and Classification on ImageNet

To train and evaluate the system on a broad range of images, we use the same ImageNet dataset used to train the classifier originally. For example, to train a “computer keyboard” to “computer mouse” attack, we optimize the parameters of our attack perturbation, using Algorithm 1, with the 1000 images in the ImageNet dataset corresponding to computer keyboards, and using the computer mouse class as the target class. Figure 8.4 shows the learned perturbations for two instances. Note that these are still digital representations of the perturbations, but they are constrained such that we already know how to manufacture the physical realization of these dots, as we will show in the subsequent section; however, all results in this section will be dealing with the digital versions.

Table 8.1 shows the ability of our learned perturbations (6 dots) to fool images from the ImageNet test set for these two categories. We also showed the average success rate to fool stop sign into 50 random classes. More generally, we also include the averaged results for fooling 50 random classes into other 50 random target classes. While our attacks cause smaller increase in error compared to what is common from traditional purely-digital attacks, we emphasize that the allowable class of perturbation is very much smaller in our
Figure 8.4: corresponding to the targeted attacks found for the (left) “computer keyboard” to “computer mouse” and (right) “street sign” to “guitar pick” adversarial attacks. In both cases the 6-dot attacks can be physically manufactured, these figures show a digital representation.

<table>
<thead>
<tr>
<th>Class</th>
<th>Attack</th>
<th>Correct</th>
<th>Target</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyboard → No</td>
<td>85%</td>
<td>0%</td>
<td>15%</td>
<td></td>
</tr>
<tr>
<td>Mouse Yes</td>
<td>48%</td>
<td>36%</td>
<td>16%</td>
<td></td>
</tr>
<tr>
<td>Street sign → No</td>
<td>64%</td>
<td>0%</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>Guitar Pick Yes</td>
<td>32%</td>
<td>34%</td>
<td>34%</td>
<td></td>
</tr>
<tr>
<td>Street sign → No</td>
<td>64%</td>
<td>0%</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>50 classes Yes</td>
<td>18%</td>
<td>33%</td>
<td>49%</td>
<td></td>
</tr>
<tr>
<td>50 Classes → No</td>
<td>74%</td>
<td>0%</td>
<td>26%</td>
<td></td>
</tr>
<tr>
<td>50 classes Yes</td>
<td>42%</td>
<td>31%</td>
<td>27%</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Performance of our 6-dot attacks on ImageNet test set.

setting. In particular, by constraining perturbations to be both visually imperceptible and realizable by placing a sticker on the lens, we are significantly constraining the allowable parameter space, and further constraining it to have relatively low-frequency components as compared to traditional attacks. Thus, the fact that we can decrease the accuracy so substantially with a relatively small overlay is quite notable. Of course, the real test of the method is the ability to transfer these attacks to the real world, as we discuss in the next section.

Unrealizable attacks Before moving to the physical attacks, we want to emphasize that the threat model we discuss, if not constrained to be physically realizable or particularly inconspicuous, can produce much higher fooling rates; By simply running PGD on the underlying parameters of the threat model within allowable range $\gamma \in [0, 1]^3$; $(i^{(e)}, j^{(e)}) \in$
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8.3.3 Evaluation of attacks in the real world

In this section we present our main empirical result of the work, illustrating that the perturbations we produce can be adversarial in the real world when printed and applied physically to a camera, and when viewing a target object at multiple angles and scales. A video demonstrating the attack is available at https://youtu.be/wUVmL33Fx54. This is the first time that such an adversarial attack has been demonstrated in the real world (that is, an attack that modifies the camera viewing the scene instead of the object), and it opens up a new attack vector for adversarial examples against deep learning systems.

Specifically, using the process above, we printed the physical stickers corresponding to the two attacks mentioned in the previous section and affixed them to our camera. We then recorded short videos of the camera viewing these two physical objects at a number of different angles and scales. In particular, for each case, we created a 1000 frame video of the camera (with the sticker attached) viewing the target object from multiple angles, and used our ResNet-50 classifier to predict the class of each object.
Figure 8.6: Sticker perturbation to fool “computer keyboard” class to “mouse” class

Figure 8.7: Sticker perturbation to fool “street sign” class to “guitar pick” class

Figure 8.6 and 8.7 show several snapshots of the process for both the keyboard and stop sign tests. The overlay created by the adversarial sticker is visible in all cases, but relatively inconspicuous, and would be unlikely to be noticed (or more likely discarded as merely some dust on the camera) by someone not primed to look for the particular patterns. Table 8.2 shows the performance of the ResNet-50 classifier more quantitatively for all 1000 frames of each video. In this table, we break down the number of frames predicted correctly (as a keyboard or street sign), the number of frames predicted as the target class of the attack (mouse or guitar pick respectively), and the number of frames predicted as some other class. The inclusion of the target class here (and the fact that the majority
of images are predicted as this class) is important: many innocuous transformations to ImageNet-like images, such as rotations, translations, or non-traditional cropping, can fool a classifier [Eng17; AW18]. However, since we are, the majority of the time, producing the target class, we emphasize that this is not merely a manner of random noise fooling the classifier; rather, this specific pattern of dots is tuned precisely to produce the intended target class, and this manifests both in the digital and physical domains.

<table>
<thead>
<tr>
<th>Class</th>
<th>Prediction</th>
<th>Correct</th>
<th>Targeted</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyboard</td>
<td>271</td>
<td>548</td>
<td>(mouse)</td>
<td>181</td>
</tr>
<tr>
<td>Keyboard</td>
<td>320</td>
<td>522</td>
<td>(space bar)</td>
<td>158</td>
</tr>
<tr>
<td>Street sign</td>
<td>194</td>
<td>605</td>
<td>(guitar pick)</td>
<td>201</td>
</tr>
<tr>
<td>Street sign</td>
<td>222</td>
<td>525</td>
<td>(envelope)</td>
<td>253</td>
</tr>
<tr>
<td>Coffee mug</td>
<td>330</td>
<td>427</td>
<td>(candle)</td>
<td>243</td>
</tr>
</tbody>
</table>

Table 8.2: Fooling performance of our method on two 1000 frame videos of a computer keyboard and a stop sign, viewed through a camera with an adversarial sticker placed on it targeted for these attacks. The “correct predictions” column indicates how many times the object is correctly classified; the “targeted attack prediction” indicates how often the target class is predicted (computer mouse and guitar pick for the two classes respectively); and the third column indicates how often another class is predicted.

### 8.3.4 Other experiments

Finally, because there are several aspects of interest regarding both the power of the thread model we consider and our ability to physically manufacture such dots, we here present additional evaluations that highlight aspects of the setup.

**Effect of the number of dots** Although most of the aspects of our dots (besides color and position) are fixed by fitting them to observed data, one free parameter that we do have at our disposal is the number of dots we place on the sticker. Table 8.3 shows the targeted fooling rate for the computer − > keyboard to computer − > mouse attack (here
evaluated in the digital realm on the ImageNet test set), varying the number of dots. As expected, additional dots increases the fooling rate, without reaching diminishing returns even at 10 dots. Thus, the limiting factor in the attack is largely related to how many dots we can physically print while remaining indistinct; for the physical attacks in the previous section, for this reason, we limited the stickers to 6 dots (which also highlights that the fooling rate on these real instances is substantially higher than for the ImageNet test set).

<table>
<thead>
<tr>
<th>Number of Dots</th>
<th>Targeted Fooling Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27.9%</td>
</tr>
<tr>
<td>3</td>
<td>32.0%</td>
</tr>
<tr>
<td>5</td>
<td>34.2%</td>
</tr>
<tr>
<td>7</td>
<td>38.2%</td>
</tr>
<tr>
<td>10</td>
<td>49.6%</td>
</tr>
</tbody>
</table>

Table 8.3: Number of Dots and Targeted Fooling Rate against ResNet-50 model on the ImageNet test set

**Effect of printed dots on camera perturbations**  Last, although these are large points of discussion, we highlight some important properties about the effects of the physical printed dots on the perturbations observed by the camera. It should be noted above that all our physically manufactured stickers, such as those shown in Figure 8.3, are (small) solid opaque dots, which we then place over the camera lens. A natural question arises as to whether we could create even smaller dots in the perturbation space by simply printing a smaller dot. However, this does not work: due to the optics of the camera, after a certain point a smaller size printed dot does not result in a smaller size visual dot in the camera, but rather merely a *more transparent* dot of the same size. This process is shown in Figure 8.8, and also highlights why we opt to use small solid printed dots to fit our threat model, rather than allowing for the printed dots to be transparent.

### 8.4 Audio Adversarial Attack: Adversarial Music

Systems that use voice and audio such as Amazon Alexa, Google Assistant, and Microsoft Cortana are growing in popularity. The hidden risk of those advancements is that those systems are potentially vulnerable to adversarial attacks from an ill-intended third party. Despite the recent growth in the consumer presence of audio-based artificial intelligence products, attacks on audio and speech systems have received much less attention than the image and language domains so far.
Despite a number of recent works attempting to create adversarial examples against Automatic Speech Recognition (ASR) systems [CW18; Sch+18; Qin+19], we believe robust playable-over-the-air real-time audio adversaries against commercial ASR systems still do not exist. There exists no adversary that can be played from a different speaker rather than the source. Moreover, as consumers facing products, Voice Assistants (VAs) such as Amazon Alexa and Google Assistant are well-maintained by their infrastructure teams. It is revealed that these teams retrain and update ASR models very frequently on their cloud back-end, making a robust audio adversary that can consistently work against these ASR systems almost impossible to craft. Attackers would not only lack knowledge of the backend models’ parameters and gradients, but would also struggle to keep up with the ever-evolving models.

However, all the existing VAs rely solely on wake-word detection to respond to people’s commands, which could potentially make them vulnerable to audio adversarial examples. In this chapter, rather than directly attacking the general ASR models, we target our attack on the wake-word detection system. Wake-word detection models always have to be stored and executed onboard within smart-home hardware, which is usually very limited in terms of computing power due to form factors. It is also revealed that updates to the wake-word models are much more infrequent and difficult compared with the backend ASR models. Thus, our proposed attack could be particularly more damaging. Our goal is to jam the model so as to deactivate the VAs while our audio adversary is present. Specifically, we create a parametric attack that resembles a piece of background music, making the attack inconspicuous to humans.

We reimplemented the wake-word detection system used in Amazon Alexa based on their latest publications on the architecture [Wu+18]. We leveraged a large amount of open-sourced speech data to train our wake-word model, testing and making sure it has on-pair performance compared with the real Alexa. We collected 100 samples of "Alexa" utterances from 10 people and augmented the data set by varying the volume, tempo and speed. We created a synthetic data set using publicly available data sets as background noise and negative speech examples. This collected database is used to validate
our emulated model and be compared with the real Alexa.

After successfully training a high-performance emulated wake-word model, we synthesized guitar-like music to craft our audio perturbations. Projected gradient descent (PGD) is used here to maximize the effect of our attack while keeping the parameters of our adversarial music within realistic boundaries. During the training of our audio perturbation, we considered expectation over transforms [Ath+18] including psychoacoustic masking and room impulse responses. Finally, we tested our perturbation over the air against our emulated model in parallel with the real Amazon Echo and verified that our perturbation works effectively against both of them in the real world. Specifically, the recognition F1 score of our emulated model was reduced from 93.4% to 11.0%, and the F1 score of the real Alexa was also brought down from 92.5% to 11.0%. Our adversarial music poses a real threat against commercial-grade VAs, leading to many safety concerns such as distraction in driving and malicious manipulations of smart devices.

8.5 Audio Adversarial: Background

Following successful demonstrations in the vision domain, adversarial attacks were also successfully applied to natural language processing [Pap+16; Ebr+18; RK16; Iyy+18; Nai+18]. This trend gives rise to defensive systems such as Cisse et al. [Cis+17] and Wong and Kolter [WK18], and thus provides a guideline to the community about how to build robust machine learning models.

Attacks on audio and speech systems have received much less attention so far. As recently as last year, Zhang et al. [Zha+17a] pioneered a proof-of-concept that proved the feasibility of real-world attacks on speech recognition models. This work however, had a larger focus on the hardware part of the Automatic Speech Recognition (ASR) system, instead of its machine learning component. Until very recently, there was not much work done on exploring adversarial perturbation on speech recognition models. Carlini et al. [Car+16] was the first to demonstrate that attack against HMM models are possible. They claimed to effectively attack based on the inversion of feature extractions. This work was preliminary since it only showcased a limited number of discrete voice commands, and the majority of perturbations are not able to be played over the air. As a follow-up work, Carlini and Wagner [CW18] and Qin et al. [Qin+19] showcased that curated white-box attacks based on adversarial perturbation can easily fool the Mozilla speech recognition system. Again, their attacks would only work in with their special setups and are very brittle in the real world. Meanwhile, Schönherr et al. [Sch+18] attempted to leverage psycho-acoustic hiding to improve the chance of success of playable attacks. They claimed to have verified their attacks against the Kaldi ASR system, whereas the real-world success rate was still not satisfying, and the adversary itself cannot be played from a different source. Unfortunately, state-of-the-art audio adversaries can only work
digitally against the specific model they were trained against, but cannot work robustly over the air against state-of-the-art commercial-grade ASR systems. We verified all these adversaries mentioned above are not effective against Alexa or Siri. Alexa and Siri can still transcribe correctly in the presence of these audio perturbations. We took a different approach that did not involve facing the ASR models deployed in commercial products directly. Our proposed attack targets the more manageable but equally critical wake-word detection system and effectively demonstrates that it can be playable over the air.

8.6 Synthesizing Adversarial Music against Alexa

This section contains the main methodological contributions of our paper: the algorithmic and practical pipeline for synthesizing our adversarial music. To begin, we will first describe the training setup and the performance of our emulated wake-word detection model. We then describe the general threat model we consider in this chapter. Unlike past works which often considered $\ell_p$ norm bounded perturbations on the entire spectrum, we require a threat model that can generate a piece of audible music. Next, we describe the approach we used to make our threat model robust over the air. Finally, we described how we optimized the parameters of our threat model to synthesize a robust over-the-air attack.

8.6.1 Emulate the Wake-word Detection Model

Wake-word detection is the first important step before any interactions with distant speech recognition. Due to the compacted space of embedded platforms and the need for quick reflection time, models of wake-word detection are usually truncated and vulnerable to attack. Thus, we target our attack at the wake-word detection function.

Since the Alexa model is a black-box to us, the only way to attack it is either to estimate its gradients, or to emulate its architecture and later transfer the white-box attack against the emulated model to its original model. Estimating its gradient using first-order optimization techniques would be extremely computationally expensive [IEM18], making it difficult if not impossible to implement. Luckily, the architecture of Amazon Alexa was published in Panchapagesan et al. [Pan+16b], Kumatani et al. [Kum+17], and Guo et al. [Guo+18], allowing us to emulate the model as if it is a white-box attack. We implemented the time-delayed bottleneck highway networks with Discrete Fourier Transform (DFT) features as shown in Figure 8.9. The architecture is following the details in Guo et al. [Guo+18], which is the most up-to-date information on the model architecture.

The architecture of the emulated model is shown in Figure 8.9. The model is a two-level architecture that uses the highway block as the basic building block. Specifically, our architecture contains a 4-layer highway block as a feature extractor, a linear layer acting
as the bottleneck, a temporal context window that concatenates features from adjacent frames, and a 6-layer highway block for classification.

The training data for wake-word detection systems is very limited, so our model is first pre-trained with several large corpora [CMW04; GHM92; RDE12] to train a general acoustic model. Then it is adapted to the wake-word detection model by using a small amount of wake-word detection training data. The emulated model could detect the wake-word “Alexa” by recognizing the corresponding phonemes of AX, L, EH, K, S and AX.

We trained the model as a binary classification problem over a time sequence, distinguishing between the wake-word and non-wake-word. The performance is evaluated over a reserved test set. Care has been taken to ensure that augmented copies of the same raw audio sample will not occur in the train and test set simultaneously. Common performance metrics are listed in Table 8.4. Given that our emulated model’s architecture is very similar to the Alexa model, the gradients of the two models should also share great similarities. We believe that the white-box attack computed by gradient-based attacks against our emulated model would be effective against Alexa’s original model. Figure 8.10 shows the Detection Error Tradeoff (DET) in a similar style as [Guo+18]. We note that our performance is not exactly the same as Alexa model due to the lack of training data, but our performance is in the same order of magnitude. Thus, we believe we should have a high-fidelity emulation of the Alexa wake-word detection model.

Figure 8.9: Emulated Wake-word model

Figure 8.10: Detection Error Tradeoff Curve. The curve of Alexa model is shown in a flat line as its False Alarm Rate is not published

### 8.6.2 Adversarial Music Synthesizer (Threat Model)

To perform the adversarial attack on the audio domain, we introduce a parametric model to define a realistic construction of our adversary $\delta_\theta$ parameterized by $\theta$. We use the
Karplus-Strong algorithm to synthesize guitar-timbre sounds. The goal is to generate a sequence of $L$ guitar notes $\{(f_r, d_i, vol_i)\}_{i=1}^L$, with given Beats Per Minute (BPM) $bpm$, Sampling Frequency $fr_s$, where $fr_i$ is the frequency (key) of the $i^{th}$ note, $d_i$ is the note duration, and $vol_i$ is the note volume. In our experiment, we update the $\theta = \{(f_r, vol_i)\}_{i=1}^L$ of all notes’ frequency $fr$ and volume $vol$, while fixing the notes’ duration $\{d_i\}_{i=1}^L$.

The Karplus-Strong algorithm is an example of digital waveguide synthesis to simulate string instruments physically. It mimics the dampening effects of a real guitar string as it vibrates by taking the decaying average of two consecutive samples:

$$y[n] = \gamma(y[n-D] + y[n-D+1])/2,$$

where $\gamma$ is the decay factor, $y$ is the output wave, $D$ is the sampling phase delay. This is similar to a one-zero low-pass filter with a transfer function $H(z) = (1+z^{-1})/2$ [JS83], as shown in Figure. 8.11.

When a guitar string is plucked, the string vibrates and emits sound. To simulate this, the Karplus-Strong algorithm consists of two phases, as shown in Figure. 8.11:

**Plucking the string:** the string is “plucked” by a random initial displacement and initial velocity distribution $y[0 : D-1] \sim N(0, \beta)$, where $\beta$ is the displacement factor. The plucking time, i.e. the sampling phase delay $D$ for the note frequency $fr$ is calculated using $D = fr_s/fr$.

**The resulting vibrations:** The pluck causes a wave-like displacement over time with a decaying sound. The decay factor depends on the note frequency $fr$ and the delay period $n_D = d \times fr/fr_s$. It is calculated as: $\gamma = (4/\log(fr))^{1/n_D}$. The volume of the output of a note is adjusted by $v_{output} = p_o \times vol$ using a frequency-specific volume factor $p_o = 1 + 0.8 \times (\log(fr) - 3)/5.5 \times \cos(\pi/5.3(\log(fr) - 3))$ [Woo04]. Jaffe and Smith [JS83] suggested using linear interpolation to obtain a fractional delay to generate a better result:

$$[ht!]y[n] = \gamma v_{output}(\omega \times y[n-D] + (1-\omega) \times y[n-D-1])/2,$$  \hspace{1cm} (8.12)

where, $\omega \in (0, 1)$ is the weight factor. Overall, the Karplus-Strong algorithm is shown in algorithm. 2.

The resulting synthesizing function $\pi(x; \theta)$ is a differentiable function of part of the parameters $\theta$ value is a continuous function of the parameters: the frequency $f$ and the
### Algorithm 2: Karplus-Strong algorithm

1. Simulate the plucking phase of each note $i$ by initialize $y_i[0 : D - 1] \sim \mathcal{N}(0, \beta)$;
2. for $i = 1, \ldots, L$ do
   - for $n = D, \ldots, d_i$ do
     - $y_i[n] = y_{\text{output}}(\omega \times y_i[n - D] + (1 - \omega) \times y_i[n - D - 1]) / 2$;
3. Return $y$;

volume $vol$ of each note (We fix the note duration $d$). Therefore, we can implement the
perturbation model within an automatic differentiation toolkit (we implement it in the
PyTorch library), a feature that will be exploited to both fit the parametric perturbation
model to real data and to construct real-world adversarial attacks.

#### 8.6.3 Psychoacoustic Effect

Our ultimate task is to deceive the voice assistant with minimal impact on human hearing,
and it is natural to leverage the psychoacoustic effect of human hearing. The principles
of the psychoacoustic model are similar to what is used in the compression process
of audio files, e.g. compress the loose-less file format "wav" to the loose file format
"mp3". In this process, the information carried by the audio file is actually altered while
the human ear could not tell the differences between these two sounds. Specifically, a
louder signal (the “masker”) can make other signals at nearby frequencies (the “maskees”)
imperceptible [Mit04]. In this Chapter, we adopted the same setup as [Qin+19]. When
we add a perturbation $\delta$, the normalized power spectral density (PSD) estimate of the
perturbation $\hat{p}_\delta(k)$ is under the frequency masking threshold of the original audio $\eta_x(k)$,

$$
\hat{p}_\delta(k) = 92 - \max_k p_x(k) + p_\delta(k)
$$

where $p_\delta(k) = 10 \log_{10} |\frac{1}{N} s_\delta(k)|^2$, $p_x(k) = 10 \log_{10} |\frac{1}{N} s_x(k)|^2$ are power spectral density
estimation of the perturbation and the original audio input. $s_x(k)$ is the $k_{th}$ bin of the
spectrum of frame $x$. This results in the loss function term:

$$
\mathcal{L}_\eta(x, \delta) = \frac{1}{|N| + 1} \sum_{k=0}^{|N|} \max \{\hat{p}_\delta(k) - \eta_x(k), 0\}
$$

where $N$ is the predefined window size and $[x]$ outputs the greatest integer no larger than
$x$. 

8.6.4 Expectation Over Transform

When using the voice assistant in a room, the real sound caught by the microphone includes both the original sound spoken by the human and the reflected sound. The "room impulse response" function explained the transformation of the original audio and the audio caught by the microphone. Therefore, to make our adversarial attack effective in the physical domain, i.e. attack the voice assistant over the air, it is necessary to consider the room impulse response in our work. Here, we use the classic Image Source Method introduced in [AB79; SBD18] to create the room impulse response $r$ based on the room configurations (dimension, source location, reverberation time): $t(x) = x \times r$, where $x$ denotes clean audio and $\times$ denotes convolution operation. The transformation function $t$ follows a chosen distribution $T$ over different room configurations.

8.6.5 Projected Gradient Descent and Loss Formulation

Originally, the wake-word detection problem is formulated as a minimization of:

$$E_{x,y \sim D} [L(f(x), y)]$$

where $L$ is the loss function, $f$ is the classifier mapping from input $x$ to label $y$, and $D$ is the data distribution. We evaluate the quality of our classifier based on the loss, and a smaller loss usually indicates a better classifier. In this Chapter, since we are interested in attack, we form $E_{x,y \sim D} [\max_{x'} L(f(x'), y)]$, where $x' = x + \delta$ is our perturbed audio. In a completely differentiable system, an immediately obvious initial approach to this would be to use gradient ascent in order to search for an $x'$ that maximizes this loss. However, for this maximization to be interesting both practically and theoretically, we need $x'$ to be close to the original datapoint $x$, according to some measure. It is thus common to define a perturbation set $C(x)$ that constrains $x'$, such that the maximization problem becomes $\max_{x' \in C(x)} L(f(x'), y)$. The set $C(x)$ is usually defined as a ball of small length (of either $\ell_\infty$, $\ell_2$ or $\ell_1$) around $x$.

Since we have to solve such a constrained optimization problem, we cannot simply apply the gradient descent method to maximize the loss, as this could take us out of the constrained region. One of the most common methods utilized to circumvent this issue is called Projected Gradient Descent (PGD). To actually implement gradient descent methods, we will invert the sign of the aforementioned problem to minimize the negative loss, i.e.,

$$\min_{x' \in C(x)} - L(f(x'), y).$$

Overall, the loss function of the vanilla PGD is:

$$\max_{x' \in C(x)} L(x, y) = L_{WW}(f(x')) - \alpha \Vert x' - z \Vert^2 \quad (8.15)$$

where $L_{WW}$ is the original loss function for the wake-word model, and $\alpha$ is the balancing parameter. In our case, we attack the voice assistant via a parametric threat model and consider the psychoacoustic effect, as illustrated in Section 8.6.3 and Section 8.6.2. The
loss function of attack thus can be rewritten as:

$$\max \mathcal{L}(x, \delta_\theta, y) = \mathcal{L}_{WW} f(x + \delta_\theta) - \alpha \cdot \mathcal{L}_\eta(x, \delta)$$ (8.16)

Here, $\delta_\theta$ is our adversarial music defined in Section 8.6.2. In addition, we consider the room impulse response defined in Section 8.6.4, which would be the attack in the physical world over the air. We simulated our testing environments using the parameters shown in Table 8.5 to transform $t(x)$ our digital adversary to compensate for the room impulse responses. We want to optimize our $\delta$ by tuning $\theta$ to maximize this loss to synthesize our adversary:

$$\max \mathcal{L}(x, \delta_\theta, y) = \mathbb{E}_{t \in T}[\mathcal{L}_{WW} f(t(x + \delta_\theta)) - \alpha \cdot \mathcal{L}_\eta(x, \delta)]$$ (8.17)

Here, $y$ is the ground truth label of the audio, and $\mathcal{L}_{WW}$ is the original loss of the emulated model for wake-word detection.

### 8.7 Audio Experiments and Results

**Datasets**

We collected 100 positive speech samples (speaking "Alexa") from 10 people (4 males and 6 females; 4 native speakers of English, 6 non-native speakers of English). Each person provided 10 utterances, under the requirement of varying their tone and pitch as much as possible. We further augmented the data to 20x by varying the speed, tempo, and volume of the utterance, resulting in 2000 samples. We used the LJ speech dataset [Ito17] for background noise and negative speech examples (speak anything but "Alexa"). We created a synthetic data set by randomly adding positive and negative speech examples onto a 10s background noise and created binary labels accordingly. While "hearing" positive speech examples, we set label values as 1.
We followed the methodology described in Section 8.6.5, using the loss function defined by Eq. 8.17 and the parametric method illustrated in Section 8.6.2, we optimized the parameters of the music to maximize our attack. We used the emulated model developed in Section 8.6.1 to estimate the gradient and maximize the classification loss following Eq. 8.17. When using PGD to train, we restricted the frequency to 27.5Hz ∼ 4186Hz in the 88 notes space and restricted the volume from 0 dB ∼ 100 dB. Other parameters are defined in the code, we fixed some parameters to speed up the training. The trained perturbation are directly added on top of the clean signal to perform our digital evaluation. Our physical experiments are conducted at a home environment which can be seen in the video attached in the supplementary material, and the setup is shown in Figure 8.12. The adversarial music is played by a MacBook Pro (15-inch, 2018) speaker. The tester stands $d_t$ away from the Amazon Echo or the computer running our emulated model, and the adversary is placed $d_a$ away from the Echo. The angle between the two lines is $\phi$. We tested against the model for 100 samples with and without the audio adversary. We used a decibel meter to ensure that our adversary is never louder than the wake-word command. Our human spoken wake-word command is measured to be 70dB on average. We experimented with adversaries being played at 60dB and 70dB (measured by the decibel meter), and we also experimented with 2 different testers (a male and a female).

The performance metrics of the emulated model on adversary examples are shown in Table 8.4. An example of a modified adversarial attack example is shown in Figure 8.13. As we can see, our attack is effective against both the emulated model and the real Alexa model in both digital and physical tests. Especially, the precision score takes a heavier hit by the adversary compared with the recall score. We also noticed that False Positives are relatively uncommon, this might be due to the fact that we are running an un-targeted attack against the wake-word detection, and our adversaries are not encouraging the model to predict a specific target label. Overall, our experiments showcased that audio adversaries masked as a piece of music can be played over the air, and disable a commercial-grade wake-word detection system.

In our physical experiments against the real Alexa, we measured the performance of our audio perturbation under several different physical settings shown in Table 8.5. As we can observe, our model successfully attacked Alexa in most cases. The distance $d_a$ between Alexa and the attacker is critical for a successful attack: a shorter distance $d_a$ generally leads to a more effective adversary, while the number of successful attacks declines when distance $d_t$ is shorter. The adversary also tended to be more effective when being played with a louder volume. We observed it would not be effective being played under 40dB (which is a quiet room setting). Our adversaries successfully demonstrated to be effective at various physical locations and angles $\phi$ referenced to Alexa and the human

---

1 We will release our code upon acceptance to encourage reproducibility
2 please refer to the demo video in the supplementary material for more graphical information
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tester, the larger \( \phi \) the less effective our adversary would be. This is exciting since Alexa’s 7-microphone array is supposedly to be very robust at source separation. This can prove that our consideration of the room impulse responses was useful. When we remove the room impulse transform, the adversary loses its effect.

Last and most importantly, we verified that a random piece of music being played at the same volume as our adversarial music cannot affect Alexa. We picked 10 different top-ranking guitar music on Youtube and conducted the same test as Table 8.5. We verified that Alexa’s wake-word detection was almost not affected by the presence of these random musics.\(^3\)

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Models} & \text{Attack} & \text{Digi/Phys} & \text{Precision} & \text{Recall} & \text{F1 Score} & \text{#Samples} \\
\hline
\text{Emulated Model} & \text{No} & \text{Digital} & 0.97 & 0.94 & 0.955 & 4000 \\
\text{Emulated Model} & \text{No} & \text{Physical} & 0.96 & 0.91 & 0.934 & 100 \\
\text{Alexa} & \text{No} & \text{Physical} & 0.93 & 0.92 & 0.925 & 100 \\
\text{Emulated Model} & \text{Yes} & \text{Digital} & 0.14 & 0.11 & 0.117 & 4000 \\
\text{Emulated Model} & \text{Yes} & \text{Physical} & 0.12 & 0.09 & 0.110 & 100 \\
\text{Alexa} & \text{Yes} & \text{Physical} & 0.11 & 0.10 & 0.110 & 100 \\
\hline
\end{array}
\]

Table 8.4: Performance of the models with and without attacks in digital and physical testing environments given the number of testing samples.

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{Test Against Alexa} & \phi = 0^\circ & \phi = 90^\circ & \phi = 180^\circ \\
\hline
\text{Test Set} & 4.2ft & 7.2ft & 10.2ft & 4.2ft & 7.2ft & 10.2ft & 4.2ft & 7.2ft & 10.2ft \\
\hline
\hline
d_t = 4.7ft, 70dB & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 \\
\hline
d_a = 4.7ft, 60dB & 1/10 & 0/10 & 0/10 & 1/10 & 0/10 & 0/10 & 1/10 & 2/10 & 1/10 \\
\hline
d_a = 7.7ft, 60dB & 2/10 & 0/10 & 0/10 & 3/10 & 1/10 & 1/10 & 3/10 & 3/10 & 1/10 \\
\hline
d_a = 4.7ft, 70dB & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 & 0/10 \\
\hline
d_a = 6.2ft, 60dB & 1/10 & 1/10 & 0/10 & 3/10 & 1/10 & 0/10 & 2/10 & 2/10 & 0/10 \\
\hline
d_a = 7.7ft, 60dB & 2/10 & 1/10 & 0/10 & 3/10 & 2/10 & 1/10 & 4/10 & 3/10 & 1/10 \\
\hline
\end{array}
\]

Table 8.5: Times of the real Amazon Alexa being able to respond to the wake-word under the influence of our adversarial music with different settings. (The female and male tester each tests 5 utterances.) The testing set up is illustrated in Figure. 8.12, and it is also showed in the demo video. In this context, dB indicates dB SPL.

\(^3\)This is shown in our demo video
8.8 Conclusion

In this chapter, we demonstrated that it is possible to adversarially fool deep image classifiers in the real world, not by modifying an object of interest itself, but by modifying the camera observing the objects. The optics involved with such modifications greatly limits the types of attacks that can be physically realized, but by developing a reasonable threat model and then fitting the parameters of this model to data, we can accurately capture the allowable set of perturbations. By then optimizing over this class to construct (universal) adversarial examples, we show that it is possible to perform targeted adversarial attacks on real objects, using a single adversarial sticker to misclassify an object in multiple different orientations and scales.

In the audio domain, we deactivated the wake-word detection system on Amazon Alexa with real-world inconspicuous adversarial background music. We first created an emulated model for the wake-word detection on Amazon Alexa following the implementation details published in Guo et al. [Guo+18]. The model is the basis to design our white-box attacks. We collected, augmented, and synthesized a data set for training and testing. We implemented our threat model which disguises our attack in a sequence of inconspicuous background music notes in PyTorch. Our experiments verified that our adversarial music is not only effective against our emulated model digitally, but also can effectively disable Amazon Alexa’s wake-word detection function over the air. Our work shows the potential of adversarial attacks in the audio domain, specifically, against the widely applied wake-word detection systems in voice assistants. Overall, this suggests a real concern of attack against commercial-grade machine learning algorithms, highlighting the importance of adversarial robustness from a practical, security-based point of view.
Chapter 9

Robust Multi-Modal Fusion

9.1 Introduction

The objective of this chapter is to extend our discussion from Chapter 5, focusing on an empirical investigation into the optimal fusion strategy that can both maximize performance and maintain robustness. We study this via the task of audio-visual text retrieval: to retrieve the correlated text description given a random video, and vice versa, to retrieve the matching videos provided with text descriptions (See Fig. 9.1). While several computer vision tasks (e.g., image classification [He+16b; MPRC16; Hua+17], object detection [Ren+15; Red+16; Mit+18b]) are now reaching maturity, cross-modal retrieval between visual data and natural language description remains a very challenging problem [Zha+17b; Mit+18a] due to the gap and ambiguity between different modalities and availability of limited training data. Some recent works [Mit+18c; Kle+15; WLL16; KFF15; Fro+13] attempt to utilize cross-modal joint embeddings to address the gap. By projecting data from multiple modalities into the same joint space, the similarity of the resulting points would reflect the semantic closeness between their corresponding original inputs. In this Chapter, we focus on learning joint video-text embedding models and combining video cues for different purposes effectively for developing a robust video-text retrieval system.

The video-text retrieval task is one step further than the image-text retrieval task, which is a comparatively well-studied field. Most existing approaches for video-text retrieval are very similar to the image-text retrieval methods by design and focus mainly on the modification of loss functions [DLS16; Xu+15; TTS16; Ota+16; Pan+16a]. We observe that simple adaptation of a state-of-the-art image-text embedding method [Fag+18] by mean-pooling features from video frames generates a better result than existing video-text retrieval approaches [DLS16; Ota+16]. However, such methods ignore lots of contextual information in video sequences such as temporal activities or specific scene entities, and thus they often can only retrieve some generic responses related to the appearance of a
Figure 9.1: Illustration of Video-Text retrieval task: given a text query, retrieve and rank videos from the database based on how well they depict the text, and vice versa.

static frame. They may fail to retrieve the most relevant information in many cases to understand important questions for efficient retrieval such as ‘What happened in the video’, or ‘Where did the video take place’. This greatly undermines the robustness of the systems; for instance, it is very difficult to distinguish a video with the caption “a dog is barking” apart from another “a dog is playing” based only on visual appearance (See Fig. 9.2). Associating video motion content and the environmental scene can give supplementary cues in this scenario and improve the chance of correct prediction. Similarly, understanding a video described by a “gunshot broke out at the concert” may require analysis of different visual (e.g., appearance, motion, environment) and audio cues simultaneously. On the other hand, a lot of videos may contain redundant or identical contents, and hence, an efficient video-text retrieval should utilize the most distinct cues in the content to resolve ambiguities in retrieval.

While developing a system without considering most available cues in the video content is unlikely to be comprehensive, an inappropriate fusion of complementary features could adversely increase ambiguity and degrade performance. Additionally, existing hand-labeled video-text datasets are very small and very restrictive considering the amount of rich descriptions that a human can compose and the enormous amount of diversity in the visual world. This makes it extremely difficult to train deep models to understand videos
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in general to develop a successful video-text retrieval system. To ameliorate such cases, we analyze how to judiciously utilize different cues from videos. We propose a mixture of experts system, which is tailored towards achieving high performance in the task of cross-modal video-text retrieval. We believe focusing on three major facets (i.e., concepts for Who, What, and Where) from videos is crucial for efficient retrieval performance. In this regard, our framework utilizes three salient features (i.e., object, action, place) from videos (extracted using pre-trained deep neural networks) for learning joint video-text embeddings and uses an ensemble approach to fuse them. Furthermore, we propose a modified pairwise ranking loss for the task that emphasizes on hard negatives and relative ranking of positive labels. Our approach shows significant performance improvement compared to previous approaches and baselines.

Contributions: This chapter covers the following main points:

• The success of video-text retrieval depends on more robust video understanding. This paper studies how to achieve the goal by utilizing multimodal features from a video (different visual features and audio inputs). Our proposed framework uses action, object, place, text and audio features by a fusion strategy for efficient retrieval.

• We present a modified pairwise loss function to better learn the joint embedding which emphasizes hard negatives and applies a weight-based penalty on the loss based on the relative ranking of the correct match in the retrieval.

• We conduct extensive experiments and demonstrate a clear improvement over the state-of-the-art methods in the video-to-text retrieval tasks on the MSR-VTT dataset [Xu+16] and MSVD dataset [CD11].

This Chapter is an extended version of our work [Mit+18a] with significantly more insights and detailed discussions about the proposed framework. The main extension in our pipeline is adding scene cues from videos, along with object and activity cues for learning joint embeddings to develop a more comprehensive video-text retrieval system. The previous version utilized object-text and activity-text embeddings which focused mainly on resolving ambiguities arising related to concepts for Who and What. We add a place-text embedding network in our framework to make it more robust which will help us resolve ambiguities arising from concepts for Where. Experiments show that this change
results in a significant improvement over the previous works in two benchmark datasets.

9.2 Related Work

**Image-Text Retrieval.** Recently, there has been significant interest in learning robust visual-semantic embeddings for image-text retrieval [Mit+18c; KJL14; HE17; Wan+17]. Based on a triplet of object, action and, scene, a method for projecting text and image to a joint space was proposed in early work [Far+10]. Canonical Correlation Analysis (CCA) and several extensions of it have been used in many previous works for learning joint embeddings for the cross-modal retrieval task [SFF10; HYH13; Gon+14; YM15; QNTLBC16; HSST04] which focuses on maximizing the correlation between the projections of the modalities. In [Gon+14], authors extended the classic two-view CCA approach with a third view coming from high-level semantics and proposed an unsupervised way to derive the third view from clustering the tags. In [QNTLBC16], authors proposed a method named MACC (Multimedia Aggregated Correlated Components) aiming to reduce the gap between cross-modal data in the joint space by embedding visual and textual features into a local context that reflects the data distribution in the joint space. Extension of CCA with deep neural networks named deep CCA (DCCA) has also been utilized to learn joint embeddings [YM15; And+13], which focus on learning two deep neural networks simultaneously to project two views that are maximally correlated. While CCA-based methods are popular, these methods have been reported to be unstable and incur a high memory cost due to the covariance matrix calculation with large-amount of data [Wan+18; MLF15]. Recently, there are also several works leveraging adversarial learning to train joint image-text embeddings for cross-modal retrieval [Wan+17; CP18].

Most recent works relating to text and image modality are trained with ranking loss [KSZ14; Fro+13; Wan+18; Fag+18; NHK17; Ven+16]. In [Fro+13], authors proposed a method for projecting words and visual content to a joint space utilizing ranking loss that applies a penalty when a non-matching word is ranked higher than the matching one. A cross-modal image-text retrieval method has been presented in [KSZ14] that utilizes triplet ranking loss to project image feature and RNN-based sentence description to a common latent space. Several image-text retrieval methods have adopted a similar approach with slight modifications in input feature representations [NHK17], similarity score calculation [Wan+18], or loss function [Fag+18]. VSEPP model [Fag+18] modified the pair-wise ranking loss based on violations caused by the hard-negatives (i.e., non-matching query closest to each training query) and has been shown to be effective in the retrieval task. For image-sentence matching, a LSTM-based network is presented in [HWW17] that recurrently selects pairwise instances from image and sentence descriptions, and aggregates local similarity. In [NHK17], authors proposed a multimodal attention mechanism to attend to sentence fragments and image regions selectively for similarity
calculation. Our method complements these works that learn joint image-text embedding using a ranking loss (e.g., [KSZ14; Ven+16; Fag+18]). The proposed retrieval framework can be applied to most of these approaches for improved video-text retrieval performance.

**Video Hyperlinking.** Video hyperlinking is also closely relevant to our work. Given an anchor video segment, the task is to focus on retrieving and ranking a list of target videos based on the likelihood of being relevant to the content of the anchor [Awa+17; Boi+17]. Multimodal representations have been utilized widely in video hyperlinking approaches in recent years [BDG18; VRG18; Awa+17]. Most of these approaches rely heavily on multimodal autoencoders for jointly embedding multimodal data [VRG17; FWL14; CGK15]. Bidirectional deep neural network (BiDNN) based representations have also been shown to be very effective in video hyperlinking benchmarks [VRG18; VRG16]. BiDNN is also a variation of multimodal autoencoder, which performs multimodal fusion using a cross-modal translation with two interlocked deep neural networks [VRG17; VRG16]. Considering the input data, video-text retrieval is dealing with the same multimodal input as video hyperlinking in many cases. However, video-text retrieval task is more challenging than hyperlinking since it requires to distinctively retrieve matching data from a different modality, which requires effective utilization of the correlations in between cross-modal cues.

**Video-Text Retrieval.** Most relevant to our work are the methods that relate video and language modalities. Two major tasks in computer vision related to connecting these two modalities are video-text retrieval and video captioning. In this work, we only focus on the retrieval task. Similar to image-text retrieval approaches, most video-text retrieval methods employ a shared subspace. In [Xu+15], authors vectorize each subject-verb-object triplet extracted from a given sentence by word2vec model [Mik+13] and then aggregate the Subject, Verb, Object (SVO) vector into a sentence level vector using RNN. The video feature vector is obtained by mean pooling over frame-level features. Then a joint embedding is trained using a least squares loss to project the sentence representation and the video representation into a joint space. Web image search results of input text have been exploited by [Ota+16], which focused on word disambiguation. In [Ven+15], a stacked GRU is utilized to associate sequence of video frames to a sequence of words. In [Pan+16a], authors propose an LSTM with visual-semantic embedding method that jointly minimizes a contextual loss to estimate relationships among the words in the sentence and a relevance loss to reflect the distance between video and sentence vectors in the shared space. A method named Word2VisualVec is proposed in [DLS16] for the video to sentence matching task that projects vectorized sentence into visual feature space using mean squared loss. A shared space across image, text and sound modality is proposed in [AVT17] utilizing ranking loss, which can also be applied to video-text retrieval task.

Utilizing multiple characteristics of video (e.g., activities, audio, locations, time) is evidently crucial for efficient retrieval [YYH04]. In the closely related task of video
captioning, dynamic information from video along with static appearance features has been shown to be very effective [Zha+17c; Ram+16]. However, most of the existing video-text retrieval approaches depend on one visual cue for retrieval. In contrast to the existing works, our approach focuses on effectively utilizing different visual cues and audio (if available) concurrently for more efficient retrieval.

**Ensemble Approaches.** Our retrieval system is based on an ensemble framework [Pol06; Fra+12]. A strong psychological context of the ensemble approach can be found from its intrinsic connection in decision making in many daily life situations [Pol06]. Seeking the opinions of several experts, weighing them, and combining them to make an important decision is an innate behavior of humans. The ensemble methods hinge on the same idea and utilize multiple models for making an optimized decision, as in our case diverse cues are available from videos and we would like to utilize multiple expert models which focus on different cues independently to obtain a stronger prediction model. Moreover, ensemble-based systems have been reported to be very useful when dealing with a lack of adequate training data [Pol06]. As the diversity of the models is crucial for the success of ensemble frameworks [Pol07], it is important for our case to choose a diverse set of video-text embeddings that are significantly different from one another.

### 9.3 Approach

In this section, we first provide an overview of our proposed framework (Section 9.3.1). Then, we describe the input feature representation for video and text (Section 9.3.2). Next, we describe the basic framework for learning visual-semantic embedding using pair-wise ranking loss (Section 9.3.3). After that, we present our modification on the loss function which improves the basic framework to achieve better recall (Section 9.3.4). Finally, we present the proposed fusion step for video-text matching (Section 9.3.5).

#### 9.3.1 Overview of the Proposed Approach

In a typical cross-modal video-text retrieval system, an embedding network is learned to project video features and text features into the same joint space, and then retrieval is performed by searching the nearest neighbor in the latent space. Since in this work we are looking at videos in general, detecting most relevant information such as object, activities, and places could be very conducive for higher performance. Therefore, along with developing algorithms to train better joint visual-semantic embedding models, it is also very important to develop strategies to effectively utilize different available cues from videos for a more comprehensive retrieval system.

In this chapter, we study how to leverage the capability of neural networks to learn a deep representation first and fuse the video features in the latent spaces so that we can
develop expert networks focusing on specific subtasks (e.g. detecting activities, detecting objects). For analyzing videos, we use a model trained to detect objects, a second model trained to detect activities, and a third model focusing on understanding the place. These heterogeneous features may not be used together directly by simple concatenation to train a successful video-text model as intra-modal characteristics are likely to be suppressed
in such an approach. However, an ensemble of video-text models can be used, where a video-text embedding is trained on each of the video features independently. The final retrieval is performed by combining the individual decisions of several experts [Pol06]. An overview of our proposed retrieval framework is shown in Fig. 9.3. We believe that such an ensemble approach will significantly reduce the chance of poor/wrong prediction.

We follow the network architecture proposed in [KZ14] that learns the embedding model using a two-branch network using image-text pairs. One of the branches in this network takes text features as input and the other branch takes in a video feature. We propose a modified bi-directional pairwise ranking loss to train the embedding. Inspired by the success of ranking loss proposed in [Fag+18] in image-text retrieval task, we emphasize hard negatives. We also apply a weight-based penalty on the loss according to the relative ranking of the correct match in the retrieved result.

9.3.2 Input Feature Representation

**Text Feature.** For encoding sentences, we use Gated Recurrent Units (GRU) [Chu+14a]. We set the dimensionality of the joint embedding space, $D$, to 1024. The dimension of the word embeddings that are input to the GRU is 300. Note that the word embedding model and the GRU are trained end-to-end in this work.

**Object Feature.** For encoding image appearance, we adopt a deep pre-trained convolutional neural network (CNN) model trained on ImageNet dataset as the encoder. Specifically, we utilize state-of-the-art 152 layer ResNet model ResNet152 [He+16b]. We extract image features directly from the penultimate fully connected layer. We first rescale the image to 224x224 and feed it into CNN as inputs. The dimension of the image embedding is 2048.

**Activity Feature.** The ResNet CNN can efficiently capture visual concepts in static frames. However, an effective approach to learning temporal dynamics in videos was proposed by inflating a 2-D CNN to a deep 3-D CNN named I3D in [CZ17b]. We use I3D model to encode activities in videos. In this work, we utilize the pre-trained RGB-I3D model and extract 1024-dimensional features utilizing continuous 16 frames of video as the input.

**Place Feature.** For encoding video features focusing on scene/place, we utilize a deep pre-trained CNN model trained on the Places-365 dataset as the encoder [Zho+17]. Specifically, we utilize 50 layer model ResNet50 [He+16b]. We extract image features directly from the penultimate fully connected layer. We re-scale the image to 224x224 and feed it into CNN as inputs. The dimension of the image embedding is 2048.

**Audio Feature.** We believe that by associating audio, we can get important cues to real-life events, which would help us remove ambiguity in many cases. We extract audio features using state-of-the-art SoundNet CNN [AVT16], which provides 1024 dimensional
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features from input raw audio waveform. Note that, we only utilize the audio which is readily available with the videos.

9.3.3 Learning Joint Embedding

In this section, we describe the basic framework for learning joint embedding based on bi-directional ranking loss.

Given a video feature representation (i.e., appearance feature, or activity feature, or scene feature) \( \ddot{v} (\ddot{v} \in \mathbb{R}^V) \), the projection for a video feature on the joint space can be derived as \( v = W^{(v)} \ddot{v} (v \in \mathbb{R}^D) \). In the same way, the projection of input text embedding \( \ddot{t} (\ddot{t} \in \mathbb{R}^T) \) to joint space is \( t = W^{(t)} \ddot{t} (t \in \mathbb{R}^D) \). Here, \( W^{(v)} \in \mathbb{R}^{D \times V} \) is the transformation matrix that projects the video content into the joint embedding space, and \( D \) denotes the dimension of the joint space. Similarly, \( W^{(t)} \in \mathbb{R}^{D \times T} \) maps input sentence/caption embedding to the joint space. Given feature representation for words in a sentence, the sentence embedding \( t \) is found from the hidden state of the GRU. Here, given the feature representation of both videos and corresponding text, the goal is to learn a joint embedding characterized by \( \theta \) (i.e., \( W^{(v)}, W^{(t)} \) and GRU weights) such that the video content and semantic content are projected into the joint embedding space. We keep the image encoder (e.g., pre-trained CNN) fixed in this work, as the video-text datasets are small in size.

In the embedding space, it is expected that the similarity between a video and text pair to be more reflective of the semantic closeness between videos and their corresponding texts. Many prior approaches have utilized pairwise ranking loss for learning joint embedding between visual input and textual input. They minimize a hinge-based triplet ranking loss by combining bi-directional ranking terms, in order to maximize the similarity between a video embedding and the corresponding text embedding, and while at the same time, minimize the similarity to all other non-matching ones. The optimization problem can be written as,

\[
\min_{\theta} \sum_v \sum_{t} \left[ \alpha - S(v, t) + S(v, t^-) \right]_+ + \sum_t \sum_{v} \left[ \alpha - S(t, v) + S(t, v^-) \right]_+ \tag{9.1}
\]

where, \([f]_+ = max(0, f)\), \( t^- \) is a non-matching text embedding, and \( t \) is the matching text embedding for video embedding \( v \). This is similar to text embedding \( t \). \( \alpha \) is the margin value for the pairwise ranking loss. The scoring function \( S(v, t) \) is defined as the similarity function to measure the similarity between the videos and text in the joint embedded space. We use cosine similarity in this work, as it is easy to compute and has shown to be very effective in learning joint embeddings. [KSZ14; Fag+18].

In Eq. (9.1), in the first term, for each pair \((v, t)\), the sum is taken over all non-matching text embedding \( t^- \). It attempts to ensure that for each visual feature, corresponding/matching text features should be closer than non-matching ones in the joint
space. Similarly, the second term attempts to ensure that text embedding that corresponds to the video embedding should be closer in the joint space to each other than non-matching video embeddings.

### 9.3.4 Proposed Ranking Loss

Recently, focusing on hard negatives has been shown to be effective in many embedding tasks [Fag+18; SKP15b; Man+17]. Inspired by this, we focus on hard negatives (i.e., the negative video and text sample closest to a positive/matching \( (v, t) \) pair) instead of summing over all negatives in our formulation. For a positive/matching pair \( (v, t) \), the hardest negative sample can be identified using \( \hat{v} = \arg \max_v S(t, v^-) \) and \( \hat{t} = \arg \max_v S(v, t^-) \). The optimization problem can be rewritten as following to focus on hard-negatives,

\[
\min_\theta \sum_v [\alpha - S(v, t) + S(v, \hat{t})]_+ + \sum_t [\alpha - S(t, v) + S(t, \hat{v})]_+
\]

(9.2)

The loss in Eq. 9.2 is similar to the loss in Eq. 9.1 but it is specified in terms of the hardest negatives [Fag+18]. We start with the loss function in Eq. 9.2 and further modify the loss function following the idea of weighted ranking [UBG09] to weigh the loss based on the relative ranking of positive labels.

\[
\min_\theta \sum_v h(r_v)[\alpha - S(v, t) + S(v, \hat{t})]_+ + \sum_t h(r_t)[\alpha - S(t, v) + S(t, \hat{v})]_+
\]

(9.3)

where \( h(\cdot) \) is a weighting function for different ranks. For a video embedding \( v \), \( r_v \) is the rank of matching sentence \( t \) among all compared sentences. Similarly, for a text embedding \( t \), \( r_t \) is the rank of matching video embedding \( v \) among all compared videos in the batch. We define the weighting function as \( h(r) = (1 + \beta/(N - r + 1)) \), where \( N \) is the number of compared videos and \( \beta \) is the weighting factor. Fig. 9.4 shows an example showing the significance of the proposed ranking loss.

It is very common, in practice, to only compare samples within a mini-batch at each iteration rather than comparing the entire training set for computational efficiency [Man+17; SKP15b; KFF15]. This is known as semi-hard negative mining [Man+17; SKP15b]. Moreover, selecting the hardest negatives in practice may often lead to a collapsed model and semi-hard negative mining helps to mitigate this issue [Man+17; SKP15b]. We utilize a batch size of 128 in our experiment.

It is evident from Eq. 9.3 that the loss applies a weight-based penalty based on the relative ranking of the correct match in the retrieved result. If a positive match is ranked
The idea is that if a large number of non-matching instances are ranked higher than the matching one given the current state of the model, then the model must be updated by a larger amount (Case: (b). However, the model needs to be updated by a smaller amount if the matching instance is already ranked higher than most non-matching ones. (Case: (a))

top in the list, then $h(.)$ will assign a small weight to the loss and will not cost the loss too much. However, if a positive match is not ranked top, $h(.)$ will assign a much larger weight to the loss, which will ultimately try to push the positive matching pair to the top of the rank.

**9.3.5 Matching and Ranking**

The video-text retrieval task focuses on returning for each query video, a ranked list of the most likely text description from a dataset and vice versa. We believe we need to understand three main aspects of each video: (1) Who: the salient objects of the video, (2) What: the action and events in the video and (3) Where: the place aspect of the video. To achieve this, we learn three expert joint video-text embedding spaces as shown in Fig. 9.3.

The Object-Text embedding space is the common space where both appearance features and text features are mapped to. Hence, this space can link video and sentences focusing on the objects. On the other hand, the Activity-Text embedding space focuses on linking video and language description which emphasizes more on the events in the video. Action features and audio features both provide important cues for understanding different events in a video. We fuse action and audio features (if available) by concatenation and map the concatenated feature and text feature into a common space, namely, the Activity-Text space. If the audio feature is absent from videos, we only use the action feature as the video representation for learning the Activity-Text space. The Place-Text embedding space is the common space where visual features focusing on scene/place aspect and text features are mapped to. Hence, this space can link video and sentences focusing on the entire scene. We utilize the same loss functions described in Sec. 9.3.4 for training these embedding models.

At the time of retrieval, given a query sentence, we compute the similarity score of the query sentence with each one of the videos in the dataset in three video-text embedding spaces and use a fusion of similarity scores for the final ranking. Conversely, given a
Table 9.1: Video-to-Text and Text-to-Video Retrieval Results on MSR-VTT Dataset.

<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>Video-to-Text Retrieval</th>
<th>Text-to-Video Retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R@1</td>
<td>R@5</td>
</tr>
<tr>
<td>1.1</td>
<td>VSE (Object-Text)</td>
<td>7.7</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>VSEPP (Object-Text)</td>
<td>10.2</td>
<td>25.4</td>
</tr>
<tr>
<td></td>
<td>Ours (Object-Text)</td>
<td>10.5</td>
<td>26.7</td>
</tr>
<tr>
<td>1.2</td>
<td>Ours (Activity-Text)</td>
<td>0.4</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Ours (Place-Text)</td>
<td>8.4</td>
<td>22.2</td>
</tr>
<tr>
<td></td>
<td>Ours (Activity-Text)</td>
<td>7.1</td>
<td>19.8</td>
</tr>
<tr>
<td>1.3</td>
<td>CON(Object, Activity)-Text</td>
<td>9.1</td>
<td>24.6</td>
</tr>
<tr>
<td></td>
<td>CON(Object, Activity, Audio)-Text</td>
<td>9.3</td>
<td>27.8</td>
</tr>
<tr>
<td>1.4</td>
<td>Joint Image-Text-Audio Embedding</td>
<td>8.7</td>
<td>22.4</td>
</tr>
<tr>
<td>1.5</td>
<td>Fusion [Object-Text, Activity (I3D)-Text]</td>
<td>12.3</td>
<td>31.3</td>
</tr>
<tr>
<td></td>
<td>Fusion [Object-Text, Activity(I3D-Audio)-Text]</td>
<td>12.5</td>
<td>32.1</td>
</tr>
<tr>
<td></td>
<td>Fusion [Object-Text, Place-Text]</td>
<td>11.8</td>
<td>30.1</td>
</tr>
<tr>
<td></td>
<td>Fusion [Activity-Text, Place-Text]</td>
<td>11</td>
<td>28.4</td>
</tr>
<tr>
<td>1.6</td>
<td>Fusion [Object-Text, Activity-Text, Place-Text]</td>
<td>13.8</td>
<td>33.5</td>
</tr>
<tr>
<td>1.7</td>
<td>Rank Fusion [Object-Text, Activity-Text, Place-Text]</td>
<td>12.2</td>
<td>31.6</td>
</tr>
</tbody>
</table>

query video, we calculate its similarity scores with all the sentences in the dataset in three embedding spaces and use a fusion of similarity scores for the final ranking.

\[
S_{o-t}(v, t) = w_1 S_{o-t} + w_2 S_{a-t} + w_3 S_{p-t}
\] (9.4)

It may be desired to use a weighted sum when it is necessary in a task to put more emphasis on one of the facets of the video (objects or captions or scene). In this work, we empirically found putting comparatively higher importance to \(S_{o-t}\) (Object-Text) and \(S_{a-t}\) (Activity-Text), and slightly lower importance to \(S_{p-t}\) (Place-Text) works better in evaluated datasets than putting equal importance to all. We empirically choose \(w_1 = 1\), \(w_2 = 1\) and \(w_3 = 0.5\) in our experiments based on our evaluation on the validation set.

9.4 Experiments

In this section, we first describe the datasets and evaluation metric (Section 4.1). Then, we describe the training details. Next, we provide quantitative results on MSR-VTT dataset (Section 4.3) and MSVD dataset (Section 4.4) to show the effectiveness of our proposed framework. Finally, we present some qualitative examples analyzing our success and failure cases (Section 4.5).
9.4.1 Datasets and Evaluation Metric

We present experiments on two standard benchmark datasets: Microsoft Research Video to Text (MSR-VTT) Dataset [Xu+16] and Microsoft Video Description dataset (MSVD) [CD11] to evaluate the performance of our proposed framework. We adopt rank-based metric for quantitative performance evaluation.

**MSR-VTT.** The MSR-VTT is a large-scale video description dataset. This dataset contains 10,000 video clips. The dataset is split into 6513 videos for training, 2990 videos for testing, and 497 videos for the validation set. Each video has 20-sentence descriptions. This is one of the largest video captioning dataset in terms of the number of sentences and the size of the vocabulary.

**MSVD.** The MSVD dataset contains 1970 Youtube clips, and each video is annotated with about 40 sentences. We use only the English descriptions. For a fair comparison, we used the same splits utilized in prior works [Ven+15], with 1200 videos for training, 100 videos for validation, and 670 videos for testing. The MSVD dataset is also used in [Ota+16] for video-text retrieval task, where they randomly chose 5 ground-truth sentences per video. We use the same setting when we compare with that approach.

**Evaluation Metric.** We use the standard evaluation criteria used in most prior work on image-text retrieval and video-text retrieval task [Ota+16; KSZ14; DLS16]. We measure rank-based performance by $R@K$, Median Rank ($MedR$) and Mean Rank ($MeanR$). $R@K$ (Recall at $K$) calculates the percentage of test samples for which the correct result is found in the top-$K$ retrieved points to the query sample. We report results for $R@1$, $R@5$ and $R@10$. Median Rank calculates the median of the ground-truth results in the ranking. Similarly, Mean Rank calculates the mean rank of all correct results.

9.4.2 Training Details

We used two Titan Xp GPUs for this work. We implemented the network using PyTorch following [Fag+18]. We start training with a learning rate of 0.002 and keep the learning rate fixed for 15 epochs. Then the learning rate is lowered by a factor of 10 and the training continued for another 15 epochs. We use a batch-size of 128 in all the experiments. The embedding networks are trained using ADAM optimizer [KB14b]. When the L2 norm of the gradients for the entire layer exceeds 2, gradients are clipped. We tried different values for margin $\alpha$ in training and found $0.1 \leq \alpha \leq 0.2$ works reasonably well. We empirically choose $\alpha$ as 0.2. The embedding model was evaluated on the validation set after every epoch. The model with the best sum of recalls on the validation set is chosen as the final model.
9.4.3 Results on MSR-VTT Dataset

We report the result on MSR-VTT dataset [Xu+16] in Table 9.1. We implement several baselines to analyze different components of the proposed approach. To understand the effect of different loss functions, features, the effect of feature concatenation, and the proposed fusion method, we divide the table into 7 rows (1.1-1.7). In row-1.1, we report the results of applying two different variants of pair-wise ranking loss. VSE[KSZ14] is based on the basic triplet ranking loss similar to Eq. 9.1 and VSEPP[Fag+18] is based on the loss function that emphasizes on hard-negatives as shown in Eq. 9.2. Note that, all other reported results in Table 9.1 is based on the modified pairwise ranking loss proposed in Eq. 9.3. In row-1.2, we provide the performance of different features in learning the embedding using the proposed loss. In row-1.3, we present results for the learned embedding utilizing a feature vector that is a direct concatenation of different video features. In row-1.4, we provide the result when a shared representation between image, text, and audio modality is learned using proposed loss following the idea in [AVT17] and used for video-text retrieval task. In row-1.5, we provide the result based on the proposed approach that employs two video-text joint embeddings for retrieval. In row-1.6, we provide the result based on the proposed ensemble approach that employs all three video-text joint embeddings for retrieval. Additionally, in row-1.7, we also provide the result for the case where the rank fusion has been considered in place of the proposed score fusion.

**Loss Function.** For evaluating the performance of different ranking loss functions in the task, we can compare results reported in row-1.1 and row-1.2. We can choose only results based on Object-Text spaces from these two rows for a fair comparison. We see that VSEPP loss function and proposed loss function perform significantly better than the traditional VSE loss function in \(R@1\), \(R@5\), \(R@10\). However, VSE loss function has better performance in terms of the mean rank. This phenomenon is expected based on the characteristics of the loss functions. As higher \(R@1\), \(R@5\) and \(R@10\) are more desirable for an efficient video-text retrieval system than the mean rank, we see that our proposed loss function performs better than other loss functions in this task. We observe similar performance improvement using our loss function in other video-text spaces too.

**Video Features.** We can compare the performance of different video features in learning the embedding using the proposed loss from row-1.2. We observe that the object feature and activity feature from the video performs reasonably well in learning a joint video-text space. The performance is very low when only the audio feature is used for learning the embedding. It can be expected that the natural sound associated with a video alone does not contain as much information as videos in most cases. However, utilizing audio along with the i3d feature as activity features provides a slight boost in performance as shown in row-1.3 and row-1.4.

**Feature Concatenation for Representing Video.** One could contend that instead of de-
<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
<th>MedR</th>
<th>MeanR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>245.3</td>
</tr>
<tr>
<td>JMET</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>208.5</td>
</tr>
<tr>
<td>JMDV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>224.1</td>
</tr>
<tr>
<td>W2VV-ResNet152</td>
<td>16.3</td>
<td>44.8</td>
<td>14</td>
<td></td>
<td>110.2</td>
</tr>
<tr>
<td>VSE (Object-Text)</td>
<td>15.8</td>
<td>30.2</td>
<td>41.4</td>
<td>12</td>
<td>84.8</td>
</tr>
<tr>
<td>VSEPP (Object-Text)</td>
<td>21.2</td>
<td>43.4</td>
<td>52.2</td>
<td>9</td>
<td>79.2</td>
</tr>
<tr>
<td>Ours (Object-Text)</td>
<td>23.4</td>
<td>45.4</td>
<td>53</td>
<td>8</td>
<td>75.9</td>
</tr>
<tr>
<td>Ours (Activity-Text)</td>
<td>21.3</td>
<td>43.7</td>
<td>53.3</td>
<td>9</td>
<td>72.2</td>
</tr>
<tr>
<td>Ours (Place-Text)</td>
<td>11.2</td>
<td>25.1</td>
<td>34.3</td>
<td>27</td>
<td>147.7</td>
</tr>
<tr>
<td>Ours-Fusion (O-T, P-T)</td>
<td>25.7</td>
<td>45.4</td>
<td>54</td>
<td>7</td>
<td>65.4</td>
</tr>
<tr>
<td>Ours-Fusion (A-T, P-T)</td>
<td>26</td>
<td>46.1</td>
<td>55.8</td>
<td>7</td>
<td>53.5</td>
</tr>
<tr>
<td>Ours-Fusion (O-T, A-T)</td>
<td>31.5</td>
<td>51</td>
<td>61.5</td>
<td>5</td>
<td>41.7</td>
</tr>
<tr>
<td><strong>Ours-Fusion (O-T, A-T, P-T)</strong></td>
<td><strong>33.3</strong></td>
<td><strong>52.5</strong></td>
<td><strong>62.5</strong></td>
<td><strong>5</strong></td>
<td><strong>40.2</strong></td>
</tr>
<tr>
<td>Rank-Fusion (O-T, A-T, P-T)</td>
<td>30</td>
<td>51.3</td>
<td>61.8</td>
<td>5</td>
<td>42.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
<th>MedR</th>
<th>MeanR</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST</td>
<td>2.99</td>
<td>10.9</td>
<td>17.5</td>
<td>77</td>
<td>241</td>
</tr>
<tr>
<td>LJRV</td>
<td>9.85</td>
<td>27.1</td>
<td>38.4</td>
<td>19</td>
<td>75.2</td>
</tr>
<tr>
<td>W2VV (Object-Text)</td>
<td>17.9</td>
<td></td>
<td>49.4</td>
<td>11</td>
<td>57.6</td>
</tr>
<tr>
<td>Ours (Object-Text)</td>
<td>20.9</td>
<td>43.7</td>
<td>54.9</td>
<td>7</td>
<td>56.1</td>
</tr>
<tr>
<td>Ours (Activity-Text)</td>
<td>17.5</td>
<td>39.6</td>
<td>51.3</td>
<td>10</td>
<td>54.8</td>
</tr>
<tr>
<td>Ours (Place-Text)</td>
<td>8.5</td>
<td>23.3</td>
<td>32.7</td>
<td>26</td>
<td>99.3</td>
</tr>
<tr>
<td>Ours-Fusion (O-T, A-T)</td>
<td>25.5</td>
<td>51.3</td>
<td>61.9</td>
<td>5</td>
<td>32.9</td>
</tr>
<tr>
<td><strong>Ours-Fusion (O-T, A-T, P-T)</strong></td>
<td><strong>26.4</strong></td>
<td><strong>51.9</strong></td>
<td><strong>64.5</strong></td>
<td><strong>5</strong></td>
<td><strong>31.1</strong></td>
</tr>
<tr>
<td>Rank-Fusion (O-T, A-T, P-T)</td>
<td>24.3</td>
<td>49.3</td>
<td>62.4</td>
<td>6</td>
<td>34.6</td>
</tr>
</tbody>
</table>

Table 9.2: We highlight the proposed method. The methods which have ‘Ours’ keyword in the name are trained with the proposed loss.

Developing numerous video-semantic spaces, a more streamlined approach would be to amalgamate all available video features. This aggregated video feature can then be utilized to learn a singular video-text space.\cite{DLS16; Xu16}. However, we observe from row-1.3 that integrating complementary features by static concatenation-based fusion strategy fails to utilize the full potential of different video features for the task. Comparing row-1.2 and row-1.3, we observe that a concatenation of the object feature, activity feature, and Audio feature performs even worse than utilizing only the object feature in $R@1$. Although we see some improvement in other evaluation metrics, overall the improvement is very limited. We believe that both the appearance feature and action feature gets suppressed in such concatenation as they focus on representing different entities of a video.

**Learning a Shared Space across Image, Text, and Audio.**

Learning a shared space across the image, text and sound modality is proposed for cross-
modal retrieval task in [AVT17]. Following the idea, we trained a shared space across video-text-sound modality using the pairwise ranking loss by utilizing video-text and video-sound pairs. The result is reported in row-1.4. We observe that performance in video-text retrieval tasks degrades after training such an aligned representation across 3 modalities. Training such a shared representation gives the flexibility to transfer across multiple modalities. Nevertheless, we believe it is not tailored toward achieving high performance in a specific task. Moreover, aligning across 3 modalities is a more computationally difficult task and requires many more examples to train.

**Proposed Fusion.** The best result in Table. 9.1 is achieved by our proposed fusion approach as shown in row-1.6. We see that the proposed method achieves 31.43% improvement in $R@1$ for text retrieval and 25.86% improvement for video retrieval in $R@1$ compared to best performing Ours(Object-text) as shown in row-1.2, which is the best among the other methods which use a single embedding space for the retrieval task. In row-1.5, Fusion[Object-text & Activity(I3D-Audio)-text] differs from Fusion[Object-text & Activity(I3D)-text] in the feature used in learning the activity-text space. We see that utilizing audio in learning the embedding improves the result slightly. However, as the retrieval performance of individual audio features is very low (shown in row-1.2), we did not utilize audio-text space separately in fusion as we found it degraded the performance significantly.

Comparing row-1.6, row-1.5, and row-1.2, we find that the ensemble approach with score fusion results in significant improvement in performance, although there is no guarantee that the combination of multiple models will perform better than the individual models in the ensemble in every single case. However, the ensemble average consistently improves performance significantly.

**Rank vs Similarity Score in Fusion.** We provide the retrieval result based on the weighted rank aggregation of three video-text spaces in row-1.7. Comparing the effect of rank fusion in replacement of the score fusion from row-1.6 and row-1.7 in Table. 9.1, it is also evident that the proposed score fusion approach shows consistent performance improvement over the rank fusion approach. It is possible that exploiting similarity scores to combine multiple shreds of evidence may be less effective than using rank values in some cases, as the score fusion approach independently weights scores and does not consider overall performance in weighting [Lee97]. However, we empirically find that utilizing score fusion is more advantageous than rank fusion in our system in terms of retrieval effectiveness.

### 9.4.4 Results on MSVD Dataset

We report the results of video to text retrieval task on MSVD dataset [CD11] in Table 9.2 and the results for text-to-video retrieval in Table 9.3.

We compare our approach with existing video-text retrieval approaches, CCA[SFF10], ST [Kir+15], JMDV [Xu+15], LJRV [Ota+16], JMET [Pan+16a], and W2VV [DLS16]. For
Experiments

<table>
<thead>
<tr>
<th>Method</th>
<th>R@1</th>
<th>R@5</th>
<th>R@10</th>
<th>MedR</th>
<th>MeanR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results Using Partition used by JMET and JMDV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JMDV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>236.3</td>
</tr>
<tr>
<td>VSE(Object-Text)</td>
<td>12.3</td>
<td>30.1</td>
<td>42.3</td>
<td>14</td>
<td>57.7</td>
</tr>
<tr>
<td>VSEPP(Object-Text)</td>
<td>15.4</td>
<td>39.6</td>
<td>53</td>
<td>9</td>
<td>43.8</td>
</tr>
<tr>
<td>Ours(Object-Text)</td>
<td>16.1</td>
<td>41.1</td>
<td>53.5</td>
<td>9</td>
<td>42.7</td>
</tr>
<tr>
<td>Ours(Activity-Text)</td>
<td>15.4</td>
<td>39.2</td>
<td>51.4</td>
<td>10</td>
<td>43.2</td>
</tr>
<tr>
<td>Ours(Place-Text)</td>
<td>7.9</td>
<td>24.5</td>
<td>36</td>
<td>21</td>
<td>64.6</td>
</tr>
<tr>
<td>Ours-Fusion(O-T, P-T)</td>
<td>17</td>
<td>42.2</td>
<td>56</td>
<td>8</td>
<td>36.5</td>
</tr>
<tr>
<td>Ours-Fusion(A-T, P-T)</td>
<td>17.2</td>
<td>42.6</td>
<td>55.6</td>
<td>8</td>
<td>34.1</td>
</tr>
<tr>
<td>Ours-Fusion(O-T, A-T)</td>
<td>20.3</td>
<td>47.8</td>
<td>61.1</td>
<td>6</td>
<td>28.3</td>
</tr>
<tr>
<td>Ours-Fusion(O-T, A-T, P-T)</td>
<td>21.3</td>
<td>48.5</td>
<td>61.6</td>
<td>6</td>
<td>26.3</td>
</tr>
<tr>
<td>Rank-Fusion(O-T, A-T, P-T)</td>
<td>19.4</td>
<td>45.8</td>
<td>59.4</td>
<td>7</td>
<td>29.2</td>
</tr>
<tr>
<td>Results Using Partition used by LJRV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST</td>
<td>2.6</td>
<td>11.6</td>
<td>19.3</td>
<td>51</td>
<td>106</td>
</tr>
<tr>
<td>LJRV</td>
<td>7.7</td>
<td>23.4</td>
<td>35</td>
<td>21</td>
<td>49.1</td>
</tr>
<tr>
<td>Ours(Object-Text)</td>
<td>15</td>
<td>40.2</td>
<td>51.9</td>
<td>9</td>
<td>45.3</td>
</tr>
<tr>
<td>Ours(Activity-Text)</td>
<td>14.6</td>
<td>38.9</td>
<td>51</td>
<td>10</td>
<td>45.1</td>
</tr>
<tr>
<td>Ours(Place-Text)</td>
<td>7.9</td>
<td>24.5</td>
<td>36</td>
<td>21</td>
<td>64.6</td>
</tr>
<tr>
<td>Ours-Fusion(O-T, A-T)</td>
<td>20.2</td>
<td>47.5</td>
<td>60.7</td>
<td>6</td>
<td>29</td>
</tr>
<tr>
<td>Ours-Fusion(O-T, A-T, P-T)</td>
<td>20.7</td>
<td>47.8</td>
<td>61.9</td>
<td>6</td>
<td>26.8</td>
</tr>
<tr>
<td>Rank-Fusion(O-T, A-T, P-T)</td>
<td>18.3</td>
<td>44.9</td>
<td>58.8</td>
<td>7</td>
<td>30.2</td>
</tr>
</tbody>
</table>

Table 9.3: We highlight the proposed method.

these approaches, we directly cite scores from respective papers when available. We report the score for JMET from [DLS16]. The score of CCA is reported from [Xu+15] and the score of ST is reported from [Ota+16]. If scores for multiple models are reported, we select the score of the best-performing method from the paper.

We also implement and compare results with state-of-the-art image-embedding approach VSE[KSZ14] and VSEPP[Fag+18] in the Object-Text(O-T) embedding space. Additionally, to show the impact of only using the proposed loss in retrieval, we also report results based on the Activity-Text(A-T) space and Place-Text(P-T) space in the tables. Our proposed fusion is named as Ours-Fusion(O-T,A-T,P-T) in the Table. 9.2 and Table. 9.3. The proposed fusion system utilizes the proposed loss and employs three video-text embedding spaces for calculating the similarity between video and text. As the audio is muted in this dataset, we train the Activity-Text space utilizing only I3D feature from videos. We also report results for our fusion approach using any two of the three video-text spaces in the tables. Additionally, we report the results of Rank-Fusion(O-T, A-T, P-T), which uses rank in place of similarity score in combining retrieval results of three video-text spaces in the
From Table 9.2 and Table 9.3, it is evident that our proposed approach performs significantly better than existing ones. The result is improved significantly by utilizing the fusion proposed in this chapter that utilizes multiple video-text spaces in calculating the final ranking. Moreover, utilizing the proposed loss improves the result over previous state-of-the-art methods. It can also be identified that our loss function is not only useful for learning embedding independently, but also it is useful for the proposed fusion. We observe that utilizing the proposed loss function improves the result over previous state-of-the-art methods consistently, with a minimum improvement of 10.38% from the best existing method VSEPP(Object-Text) in Video-to-Text Retrieval and 4.55% in Text-to-Video Retrieval. The result is improved further by utilizing the proposed fusion framework in this chapter that utilizes multiple video-text spaces in an ensemble fusion approach in calculating the final ranking, with an improvement of 57.07% from the best existing method.
Figure 9.6: The top 1 retrieved captions for four approaches based on the proposed loss function and the rank of the highest ranked ground-truth caption inside the bracket. Among the approaches, Object-Text is trained using ResNet feature as the video feature and Activity-Text is trained using the concatenated I3D feature and Audio feature as the video feature. We also report results for fusion approaches where three video-text spaces are used for retrieval. The fusion approaches use an object-text space trained with ResNet feature and place-text space trained with ResNet50(Place) feature, while in the proposed fusion, the activity-text space is trained using concatenated I3D and Audio feature. Fusion (No Audio) utilizes activity-text space trained with only the I3D feature.

in the video-to-text retrieval and 38.31% in the text to video retrieval. Among the video-text spaces, object-text and activity-text spaces show better performance in retrieval, compared to place-text space which indicates that the annotators focused more on object and activity aspects in annotating the videos. Similar to the results of MSR-VTT dataset, we observe that the proposed score fusion approach consistently shows superior performance than the rank fusion approach in both video-to-text and text-to-video retrieval.
9.4.5 Qualitative Results

We report the qualitative results on MSVD dataset in Fig. 9.5 and the results on MSR-VTT dataset in Fig. 9.6.

**MSVD Dataset.** In Fig. 9.5, we show examples of a few test videos from MSVD dataset and the top 1 retrieved captions for the proposed approach. We also show the retrieval result when only one of the embeddings is used for retrieval. Additionally, we report the rank of the highest-ranked ground-truth caption in the figure. We can observe from the figure that in most cases, utilizing cues from multiple video-text spaces helps to match the correct caption. We see from Fig. 9.5 that, among 9 videos, the retrieval performance is improved or higher recall is retained for 7 videos. Video-6 and video-9 show two failure cases, where utilizing multiple video-text spaces degrades the performance slightly than using object-text in Video-6 and activity-text space in Video-9.

**MSR-VTT Dataset.** Similar to Fig. 9.5, we also show qualitative results for a few test videos from MSR-VTT dataset in Fig. 9.6. Video 1-6 in Fig. 9.6 shows a few examples where utilizing cues from multiple video-text spaces helps to match the correct caption compared to using only one of the video-text spaces. Moreover, we also see the result was improved after utilizing audio in learning the second video-text space (Activity-text space). We observe this improvement for most of the videos, as we also observe from Table. 9.1. Video 7-9 shows some failure cases for our fusion approach in Fig. 9.6. Video 7 shows a case, where utilizing multiple video-text spaces for retrieval degrades the performance slightly compared to utilizing only one of the video-text spaces. For Video-8 and video-9 in Fig. 9.6, we observe that the performance improves after fusion overall, but the performance is better when the audio is not used in learning video-text space. On the other hand, video 1-6 includes cases where utilizing audio helped to improve the result.

9.4.6 Discussion

The experimental results are aligned with our rationale that utilizing multiple characteristics of a video is crucial for developing an efficient video-text retrieval system. Experiments also demonstrate that our proposed ranking loss function is effective in learning video-text embeddings better than existing ones. However, we observe that major improvement in experimental performance comes from our mixture of experts system which utilizes evidence from three complementary video-text spaces for retrieval. Our mixture of expert video-text models may not outperform the performance of a single video-text model in the ensemble in every single case, but it is evident from experiments that our system significantly reduces the overall risk of making a particularly poor decision.

From qualitative results, we observe it cannot be claimed in general that one video feature is consistently better than others for the task of video-text retrieval. It can be easily identified from the top-1 retrieved captions in Fig. 9.5 and Fig. 9.6 that the video-text
embedding (Object-Text) learned utilizing object appearance feature (ResNet) as video feature is significantly different from the joint embedding (Activity-Text) learned using Activity feature (I3D) as video feature. The variation between the rank of the highest matching caption further strengthens this observation. Object-text space performs better than the activity-text space in retrieval for some videos. For other videos, the activity-text space achieves higher performance. However, it can be claimed that combining knowledge from multiple video-text embedding spaces consistently shows better performance than utilizing only one of them.

We observe from Fig. 9.6 that using audio is crucial in many cases where there is a deep semantic relation between visual content and audio (e.g., the audio is from the third person narration of the video, the audio is music or song) and it gives important cues in reducing description ambiguity (e.g., video-2, video-5, and video-6 in Fig. 9.6). We observe that the performance degrades in some cases when audio is utilized in the system (e.g., video-8 in Fig. 9.6). We see an overall improvement in the quantitative result (Table 9.1) which also supports our idea of using audio. Since we did not exploit the structure of the audio and analyze the structural alignment between audio and video, it is difficult to determine whether audio is always helpful. For instance, audio can come from different things (persons, animals, or objects) in a video, and it might shift our attention away from the main subject. Moreover, the captions are provided mostly based on visual aspects, which makes audio information very sparse. Hence, the overall improvement using audio was limited.

9.5 Conclusions

In this chapter, we study how to leverage diverse video features effectively for developing a robust cross-modal video-text retrieval system. Our proposed framework learns three expert video-text embedding models focusing on three salient video cues (i.e., object, activity, place) and uses a combination of these models for high-quality prediction. A modified pair-wise ranking loss function is also proposed for better learning the joint embeddings, which focuses on hard negatives and applies a weight-based penalty based on the relative ranking of the correct match. Extensive quantitative and qualitative evaluations of MSVD and MSR-VTT datasets demonstrate that our framework performs significantly better than baselines and state-of-the-art systems. This system exemplifies a typical methodology for robustly integrating information from various modalities and serves as a foundational element for subsequent contrastive learning approaches. Consistent with the robustness demonstrated in CLIP[Rad+19], this underlying concept of semi-hard negative mining is one of the key components of improving robustness at scale.
Chapter 10

Understand by Breaking Multimodal Fusion

10.1 Introduction

Increasingly, audio/visual event detection (AED) is gaining importance as its application in content filtering [Hua+18] and multimedia surveillance is soaring. These days, uploading a clip of video or audio to social media platforms such as Facebook or Youtube would involve going through its internal algorithmic content filtering mechanism in case of potential policy-violating content. This requires such systems to be both accurate and robust in order to sniff out(classify) malicious content, which could potentially reduce the need for human intervention.

From a multimodal learning perspective, the AED task is a perfect angle to understand the interactions between the audio and video modalities without worrying about the dependencies or senses in spoken language, as there is no language model involved [Wan18]. In this chapter, we base our experiments on the task of audio tagging, which aims to characterize the acoustic event of an audio stream by selecting a semantic label for it, and we perform analysis on the largest available dataset: Google AudioSet [Gem+17b]. The benchmark on the AudioSet first introduced by [Her+17b] has been constantly refreshing and growing from a mean average precision (mAP) 31% to 43.1% as reported by [Kon+19a; Wan18; WLM19; Kon+18].

Downstream applications of such AED models on home-security cameras detecting events such as glass-breaks, dog-barks or screaming have a strict requirement for both accuracy and robustness to achieve practicality. Despite the sheer volume of existing works on improving the benchmark of the AED task [MHV16a; Kon+19a] from the audio/visual research community, the reasoning for accuracy improvements and robustness of the models is still lacking. Most existing works on understanding audio classification either
performed post-hoc analysis or concluded some intuitions from observations [Li+17; Kon+18; Alw+19]. Motivated by this, this work aim to explain neural networks’ behavior on audio/visual data from an adversarial perspective to dissect the multi-modal learning process. We follow the framework: Re-implement/improve SOTA models → Generating adversaries → Identify what breaks the model → Point out what makes the networks more robust → Understand how to distinguish robust features/non-robust features.

10.2 Background and Related Works

Audio/Visual Event Classification: In Chapter 6, we saw AED audio-only model’s SOTA performance has leaped forward in the past few years, and other work such as [WTF19] has incorporated visual modalities to further boost performance. In this chapter, we mainly base our analysis on a Convolutional Self-attention Network (CSN) and provide a comprehensive comparison between our model with CRNN and ResNet on the AED task from the adversarial perspective.

Adversarial Examples: Fully explaining behaviors of the non-convex non-linear neural networks is notoriously difficult if not a mission impossible. We do not believe conventional wisdom could provide a “Panacea” at the moment. Inspired by [Ily+19] which demonstrated that adversarial examples are actually features in the vision domain, we envision that computing adversarial examples might help us identify what features different neural networks are learning from the audio-visual data, and whether they learn robust features. Adversarial examples were widely recognized to be a security concern for machine learning, and they are recently demonstrated to be equally effective in the audio domain [LSK19], in the meantime, there were attempts to study them in audio tasks [SBS19; Du+20]. We are not only focusing on the security aspect of adversarial examples in this chapter, we also believe by going in the opposite direction of gradient descent (adversarial attack) we could potentially gain more insights.

The main contributions of this chapter can be summarized as:

1. Leveraging audio-only adversarial examples, we showcase what are the robust features in frequency and time domain;

2. We provide a detailed analysis of the proposed multi-modal architecture through unimodal (audio-only) adversarial examples, and address the trade-off between early, middle, and late fusion on adversarial robustness;
10.2.1 Audio Encoding Network

We first describe the audio encoding part of CSN. Following TALNet architecture proposed by [Wan18], we employ stacked convolutions and pooling layers to first extract high-dimensional features from raw frames. In particular, the audio encoder consists of 10 convolution layers of 3x3, and 5 pooling layers are inserted after every 2 convolution layers, which reduces the frame rate from 40 Hz to 10 Hz. The outputs of the convolution encoder are fed into 2 transformer blocks to further model the global interaction among frames. Each transformer block consists of 1 layer of multi-head scaled dot-product attention and 2 feed-forward layers which are connected by residual connections. Finally, we use attention pooling [Wan18] to make final predictions. The audio encoder of CSN is depicted in the left branch of Fig 10.1.

10.2.2 Video Encoding Network (3D-CNN)

For encoding and representing videos, our model employs the R(2+1)D block [Tra+19] which decomposes the 3D (spatial-temporal) CNN into a spatial 2D convolution followed
by a temporal 1D convolution. Specifically, let $h, w, k$ denote the height and width of $k$ frames in a sliding window. For a video clip with $M$ frames, there are $N = \lceil M/k \rceil$ windows in it, and the size of each window is denoted as $[k, w, h]$. For each $k$ frame window, our 3D CNN employs a sequence of $[1, w, h]$ 2D convolutional kernel followed by a $[k, 1, 1]$ temporal convolutional kernel to encode the video clip into a size $H$ vector. For the windows in the video, we utilize a 1D temporal CNN and a linear layer to extend its temporal receptive field and map the visual context for multi-modal fusion with the audio model. Essentially, the 3D CNN encodes the video into $v \in \mathbb{R}^{H \times N}$, where $H$ is the embedding size for multimodal fusion.

### 10.2.3 Multimodal Fusion

In order to understand the trade-offs between early, middle, and late fusion, we performed 4 different types of fusions in our study. As is shown on the right side of Fig. 10.1, we analyze the effects of fusing video bottle-neck features with the audio pipeline at different stages. Specifically, we investigated late fusion, two levels of middle fusion, and early fusion. For late fusion (maximum model parameters), we first train an audio-only model and a video-only model which contains stacked transformer blocks and a pooling layer on top of the 3D-CNN, as shown on the right side of Fig 10.1. Then we aggregate the output predictions from the full audio and visual models. For early fusion (minimum model parameters), we concatenate the visual bottleneck feature with the spectrogram. In middle fusion 1, we concatenate the visual bottleneck feature with the audio bottleneck features before the transformer blocks. In middle fusion 2, we aggregate the output from the audio and video transformer blocks.

### 10.3 Adversarial Perturbations

#### 10.3.1 Projected Gradient Descent

Originally, single-modal AED models can be formulated as a minimization of:

$$E_{x,y \sim D}[\mathcal{L}(f(x), y)]$$

where $\mathcal{L}$ is the loss function, $f$ is the classifier mapping from input $x$ to label $y$, and $D$ is the data distribution. We evaluate the quality of our classifier based on the loss, and a smaller loss usually indicates a better classifier. In this chapter, since we are using adversarial noises to deactivate the models, we form $\max_\delta E_{x,y \sim D}[\mathcal{L}(f(x''), y)]$, where $x'' = x + \delta$ is our perturbed audio input. It is common to define a perturbation set $C(x)$ that constrains $x''$, such that the maximization problem becomes $\max_{x'' \in C(x)} E_{x,y \sim D}[\mathcal{L}(f(x''), y)]$. The set $C(x)$ is usually defined as a ball of small radius of the perturbation size $\epsilon$ (of either $\ell_\infty$, $\ell_2$ or $\ell_1$) around $x$. 

To solve such a constrained optimization problem, one of the most common methods utilized to circumvent the non-exact-solution issue is the Projected Gradient Descent (PGD) method:

\[
\delta = \mathcal{P}_\epsilon \left( \delta - \alpha \frac{\nabla_\delta \mathcal{L}(f(x + \delta), y)}{\|\nabla_\delta \mathcal{L}(f(x + \delta), y)\|_p} \right)
\]  

(10.1)

where \(\mathcal{P}_\epsilon\) is the projection onto the \(\ell_p\) ball of radius \(\epsilon\), and \(\alpha\) is the gradient step size. To practically implement gradient descent methods, we use a very small step size and iterate it by \(\epsilon/\alpha\) steps.

In this chapter, we are particularly interested in measuring the attacking potency through the benchmarks including \(\epsilon\) in the \(\ell_p\) norm ball, and step size \(\alpha\). Since our main focus is to maximally exploit the model’s universal weakness, we only discuss untargeted attacks that drift the model’s prediction away from the true label \(y\). We do not discuss targeted attacks where we have to minimize the loss towards \(y_{\text{target}}\) in the meantime, since doing this will inevitably further constrain our optimization and make our attack less potent. Note that our \(\delta\) is a universal perturbation trained on the entire training set, and it is tested against the entire evaluation set to measure its attack success rate.

10.3.2 Multi-Modal Adversarial Perturbations

In a multi-modal setting, the loss formulation is \(\mathcal{L}_{\text{multi}} = \mathcal{L}(f(x_{m_1} \oplus x_{m_2} \oplus \cdots \oplus x_{m_k}), y)\), where \(x_{m_k}\) denotes inputs from multiple modalities. In this chapter, we are dealing with 2 modalities: \(x_{\text{audio}}\) and \(x_{\text{video}}\). We study the adversarial perturbation computed against the audio input \(\delta_{\text{audio}}\). Our optimization goal is: \(\max_{\delta_{\text{audio}}} \mathbb{E}_{x,y \sim D} [\mathcal{L}(f((x_{\text{audio}} + \delta_{\text{audio}}) \oplus x_{\text{video}}), y)]\), and thus, our PGD step is:

\[
\delta_{\text{audio}} = \mathcal{P}_\epsilon \left( \delta_{\text{audio}} - \alpha \frac{\nabla_{\delta_{\text{audio}}} \mathcal{L}(f((x_{\text{audio}} + \delta_{\text{audio}}) \oplus x_{\text{video}}), y)}{\|\nabla_{\delta_{\text{audio}}} \mathcal{L}(f((x_{\text{audio}} + \delta_{\text{audio}}) \oplus x_{\text{video}}), y)\|_p} \right)
\]  

(10.2)

Since we focus more on the robustness of the audio modality in this chapter, we expand the above definition to incorporate \(\delta_{\text{video}}\) in Chapter 11, readers can refer to Section 11.3.1 for the full definition of multimodal adversarial perturbation.

10.4 Experiments

10.4.1 Dataset

We use the AudioSet train and test setup as described in Chapter 6. The input for the audio branch are matrices of Mel filter bank features, which have 400 frames (time domain) and 64
Mel-filter (frequency domain) bins. For the visual branch, we employ a 3D CNN backbone to encode the spatial-temporal context in videos as is mentioned in Section 10.2.2.

### 10.4.2 Training Details

**3D-CNN**: Our 3D CNN video encoding backbone is initialized with the network pre-trained on IG65M [GTM19]. For training on the videos in Google Audio Set, we freeze the clip-level 3D-CNN backbone and fine-tune the video-level 1D CNN and the transformer layer.

**CSN**: We used a batch size of 300 and train the model for 50K steps. The model is optimized with Adam with a learning rate of 4e-4. We used a dropout rate of 0.75 for transformer layers and we found this critical to achieve the best performance. Also, we did not use positional encoding as we found that the model would yield better performance without it.

**CRNN and ResNet**: We reimplemented CRNN according to TALNet [Wan18], and ResNet following the same setup as [For+19] as baselines for comparisons in Section 10.5.3.

### 10.5 Results and Discussion

#### 10.5.1 Adversarial Examples against Fusion in different stages

As we can see from Table 10.1, late fusion prevails in terms of performance with and without the presence of the adversarial noise computed in the same way (full-frequency and time domain, the same size as input). However, late fusion is the most expensive model as it requires 2 full-sized branches of audio and visual models with a huge amount of parameters. Evidently, we can observe the trend that the deeper level of the fusion is, the more robust the model would be against the adversary.

#### 10.5.2 Constrained Temporal/Frequency Adversarial Examples

SpecAugment [Par+19] introduced a simple but effective technique for data augmentation in speech recognition task, where they mask out certain frequency band or time steps in the original spectrogram input. Inspired by this, we modify the spectrograms to construct adversarial examples. In particular, we distinguish frequency bands that are robust features versus those that are non-robust. Our results also partially explain why [Par+19]'s approach achieved significant performance improvement, that is by masking out non-robust frequency bands, the model is forced to learn more robust features that are going to generalize better in test setting.

To identify the robust/non-robust regions in the audio features, we compute constrained adversarial noises as is shown in Fig. 10.2 (a,b,c). Against the best CSN audio-only model
### Results and Discussion

#### Models Attack | mAP | AUC | d-prime
--- | --- | --- | ---
Early Fusion No | 0.41 | 0.920 | 2.360
Early Fusion Yes | 0.07 | 0.811 | 1.172
Mid Fusion 1 No | 0.41 | 0.931 | 2.460
Mid Fusion 1 Yes | 0.19 | 0.832 | 1.268
Mid Fusion 2 No | 0.42 | 0.972 | 2.704
Mid Fusion 2 Yes | 0.20 | 0.834 | 1.333
Late Fusion No | 0.44 | 0.969 | 2.631
Late Fusion Yes | 0.27 | 0.910 | 1.871

Table 10.1: Performance of our best performing CSN models with different multimodal fusion strategies shown in Fig 10.1, and their performance against the same strength of adversarial perturbation ($\epsilon = 0.3$, $\ell_2$ norm). Here, mAP is the mean average precision, AUC is the area under the false positive rate and true positive rate (recall) which reflects the influence of the true negatives. The d-prime can be calculated from AUC [Gem+17b].

(without fusion), we computed different permutations of adversarial perturbations that mask out different frequencies and temporal portions with different attack strengths. The results are shown in Table. 10.2 and Table. 10.3. As we can observe, adversarial noises present on lower frequencies tend to have higher attack potency. This suggests that the lower frequency bands contribute more to the overall performance of the model while the features there are not robust. Attacks on higher frequencies tend to be less effective. Not surprisingly, higher $\epsilon$ leads to more effective attacks. Interestingly, using the $\ell_\infty$ attack, attacks on different frequency lead to similar accuracy drop. This is because $\ell_\infty$ is too potent as is shown in Fig. 10.2 (d). In the temporal domain, we can observe a nearly uniform drop in performance despite of the different temporal masks, suggesting the temporal domain contributes equally to robustness.

#### 10.5.3 Adversarial Robustness of different Neural Architectures

We also compute the adversarial noise with the same $\ell_2$ norm and $\epsilon = 0.3$ to attack different neural network models. We run 3 trials of every model with different seeds to report the average performance. The results are shown in table 10.4. Due to space constraint, we often discuss adversarial perturbation using $\ell_2$ norm instead of $\ell_\infty$ norm in this chapter. We have performed the equivalent experiments using $\ell_\infty$ norm, and observed the same trend.

To avoid repeating, refer to Table 10.1 for early/middle fusion result.
that replacing the recurrent layer of CRNN with transformers greatly boosts the audio classification performance, suggesting that self-attention modules could lead to the best accuracy empirically. Under the influence of adversarial noise, our full late fusion model still has the highest performance, whereas ResNet seems to suffer the least in terms of performance drop. This is an interesting yet not fully understood phenomenon in that pure convolutional modules appear to be more robust than recurrent or self-attention layers. We conjecture that the residual links in ResNet could be obfuscating the gradients making them more robust against gradient-based attacks.

Table 10.2: Performance of our best performing CSN audio-only model under the attack of constrained adversarial perturbations in different frequency domains.

<table>
<thead>
<tr>
<th>freq mask</th>
<th>ε</th>
<th>norm</th>
<th>α</th>
<th>mAP</th>
<th>AUC</th>
<th>d-prime</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.392</td>
<td>0.967</td>
<td>2.598</td>
</tr>
<tr>
<td>No</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.262</td>
<td>0.942</td>
<td>2.218</td>
</tr>
<tr>
<td>No</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.104</td>
<td>0.865</td>
<td>1.558</td>
</tr>
<tr>
<td>0-20</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.192</td>
<td>0.910</td>
<td>1.900</td>
</tr>
<tr>
<td>0-20</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.077</td>
<td>0.827</td>
<td>1.334</td>
</tr>
<tr>
<td>20-40</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.223</td>
<td>0.927</td>
<td>2.061</td>
</tr>
<tr>
<td>20-40</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.084</td>
<td>0.835</td>
<td>1.376</td>
</tr>
<tr>
<td>40-64</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.266</td>
<td>0.942</td>
<td>2.217</td>
</tr>
<tr>
<td>40-64</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.121</td>
<td>0.871</td>
<td>1.602</td>
</tr>
</tbody>
</table>

Table 10.3: Performance of our best performing CSN audio-only model under the attack of constrained adversarial perturbations in different temporal domains.

<table>
<thead>
<tr>
<th>temporal mask</th>
<th>ε</th>
<th>norm</th>
<th>α</th>
<th>mAP</th>
<th>AUC</th>
<th>d-prime</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.392</td>
<td>0.967</td>
<td>2.598</td>
</tr>
<tr>
<td>0-200</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.274</td>
<td>0.945</td>
<td>2.266</td>
</tr>
<tr>
<td>0-200</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.171</td>
<td>0.902</td>
<td>1.830</td>
</tr>
<tr>
<td>200-400</td>
<td>0.1</td>
<td>2</td>
<td>0.01</td>
<td>0.272</td>
<td>0.945</td>
<td>2.266</td>
</tr>
<tr>
<td>200-400</td>
<td>0.3</td>
<td>2</td>
<td>0.01</td>
<td>0.169</td>
<td>0.903</td>
<td>1.835</td>
</tr>
</tbody>
</table>
Results and Discussion

(a) Low Freq Noise (0-20)

(b) Higher Freq Noise (20-40)

(c) Temporal Noise (0-200dim)

(d) $\ell_\infty$ Attack $\epsilon = 0.3$

Figure 10.2: Adversarial Noises constrained with different temporal/filter banks masks.

<table>
<thead>
<tr>
<th>Model</th>
<th>No attack</th>
<th></th>
<th>Attack</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mAP</td>
<td>AUC</td>
<td>d-prime</td>
<td>mAP</td>
</tr>
<tr>
<td>ResNet(audio)</td>
<td>0.352</td>
<td>0.966</td>
<td>2.602</td>
<td>0.214</td>
</tr>
<tr>
<td>CRNN(audio)</td>
<td>0.356</td>
<td>0.966</td>
<td>2.572</td>
<td>0.183</td>
</tr>
<tr>
<td>CSN(audio)</td>
<td>0.392</td>
<td>0.970</td>
<td>2.650</td>
<td>0.221</td>
</tr>
<tr>
<td>CSN+3DCNN</td>
<td>0.441</td>
<td>0.969</td>
<td>2.631</td>
<td>0.271</td>
</tr>
</tbody>
</table>

Table 10.4: Different architectures against the same adversarial noise
Table 10.5: Class-wise mAP comparison between CRNN and CSN (audio) w/ and w/o attack.
The perturbation we used in this experiment is $\ell_2$ with $\epsilon = 0.1$. mAP-adv is the performance under the influence of attack.

### 10.5.4 Class-wise Performance under attack

As a further step towards understanding what every model is learning and their reaction to the impact of adversarial noises. We further compare the performances of CSN (audio) and CRNN in different classes. Some of the classes that have large discrepancies are shown here. Although CRNN’s overall performance is much lower than CSN, it outperforms CSN on several classes such as Mains hum by a large margin. From Table 10.5, we can see that CSN has better adversarial robustness overall compared to CRNN. It is interesting to notice that classes trained with more data (the AudioSet is unbalanced) such as speech and music are relatively robust against attacks as is shown in Table 10.6, and the more well-defined structured sound such as sine wave does not get affected much by adversarial noise. Plus, the higher frequency classes’ accuracy tends to drop significantly with adversarial noise.

### 10.6 Conclusion

In this chapter, we addressed several important yet unexplored questions about the multimodal adversarial robustness of neural networks in audio/visual event classification. Our work is based on the best state-of-the-art multimodal model on the Google AudioSet with 44.1 mAP. Our observations include:
Table 10.6: Top 10 Class-wise mAP comparison on the entire test dataset w/ and w/o adversarial noise of the best-performing CSN (audio) model. The perturbation we used in this experiment is $\ell_2$ with $\epsilon = 0.1$. “yes” indicates the performance under the influence of adversarial noise, and “no” indicates the original performance. Some classes can still stay on the top-10 list with the attack.

1. Later fusion has better adversarial robustness compared to early fusion

2. Self-attention layers offer more accuracy but not more robustness, while convolution layers are more robust

3. Lower-frequency features contribute more to the accuracy compared to high-frequency features, and yet they are not robust against adversarial noises.

Our findings provide some empirical evidence that could suggest better design in balancing the robustness/accuracy trade-off in multimodal machine learning. This Chapter focused on perturbations that only exist in the audio domain, in the next chapter, we will discuss when perturbation comes from multiple modalities.
Chapter 11

Unimodal versus Multimodal Robustness, Quantify Robustness

11.1 Introduction

As we have seen in the previous chapters, neural network models could be vulnerable to adversarial attacks, manipulations of the input to a classifier specifically crafted to be inconspicuous to humans, but which cause the classifier to predict incorrectly [MD+17; Car+19]. Concerns about potential adversarial examples have sparked a huge interest in the research community to study how can we train robust models that defend against potential perturbations [Car+19; Tsi+18]. However, building such adversarially robust models is challenging [Tsi+18]. A smaller but still substantial line of work has emerged to show that we could have formal verification of the robustness of neural network models [WK18; JLD19]. However, such methods are subjected to very tight constraints and are notoriously difficult to scale. So far, despite some successful large-scale empirical evaluations [CRK19; Mad+17] on image-only datasets, the robustness of multi-modal learning has not been fully understood. As illustrated in Fig. 11.1, the major challenge to analyzing multi-modal models is the high non-convexity and non-linearity of the decision boundaries in high dimensional latent spaces.

In this chapter, we discuss the robustness of multi-modal neural network models for classification tasks in a large-scale setting. We first measure point-wise robustness through the empirical maximum allowable perturbation in ℓₚ norm. Based on point-wise robustness, we show there exist counterexamples to the general claim that multi-modal models are more robust compared to the uni-modal models. Due to the limitation of point-wise robustness in terms of scalability and generalizability, class-wise robustness is a necessary and practical complement to tackle large-scale multi-modal robustness problems. Instead of measuring the accuracy drop caused by running universal adversarial perturbation in
different magnitudes and \( \ell_p \) norm [MD+17], we define the class-wise metric by using 1) the density of samples within the high-dimensional ball centered at the centroid of each class with a certain \( \ell_p \) radius; 2) the convexity of samples in the high dimensional latent space. We evaluate our metric on the AudioSet [Gem+17b] and Kinetic-Sounds dataset [AZ17a].

The results indicate that multi-modal models are only more robust measured by class-wise metrics for a limited number of classes. We also observe the point-wise robustness of classification results vary greatly depending on the variance of the data with specific class labels.

Inspired by our observations, we propose a density-convexity-based mix-up fusion technique to smooth the decision boundary and add robustness to the fused model. Our proposed mixup could both improve class-wise robustness and point-wise robustness upon our baseline fusion model while increasing the accuracy compared to vanilla fusion methods. We also compare it to traditional adversarial training, where we also see competitive robust accuracy. These advances allow us to address adversarial robustness in large-scale multi-modal settings for the first time.

### 11.2 Related Work

Previous works such as [JLD19; WK18; WK20] focused on point-wise robustness, studying the maximum allowable radius of centered Chebyshev ball: a \( \ell_p \) ball centered at an input point, within which the output class of a given neural network with remains unchanged, treating the decision boundary of the model as a convex or non-convex polytope. This formulation certainly provides a safe threshold to defend against adversarial attacks, whereas it involves expensive iterative computations on each anchor point, resulting in huge difficulty to scale [JLD19; WK18], most of them depend on their claims on small-scale datasets like MNIST or CIFAR-10. For large-scale multimodal datasets such as AudioSet, such a verification would hardly be feasible.

Some recent works are trying to study defense methods on a large scale, including adversarial training [Mad+17], randomized smoothing [CRK19], and model ensemble [SRR20]. Most of them measured robustness by point-wise accuracy or attack success rate for specific attack budget \( \epsilon \) and number of iterations. Nonetheless, these metrics frequently lack the specificity to accurately portray the impact of adversarial perturbations on the classifier’s performance. This motivates us to look into both class-wise accuracy changes along with point-wise accuracy changes in order to have a better chance of understanding potential reasons for label change caused by adversarial perturbations.

Audio-visual learning [BAM18] itself is more complicated than image classification, and the current focus still seems to be improving accuracy [WTF20]. The robustness of multimodal classification models involving large-scale video-audio datasets has never been studied rigorously. [WK20] considered the robustness of deep neural networks on
videos and experimented on UCF101 dataset [SZS12] which is a relatively small dataset. They measured robustness by the maximum safe radius (point-wise), which computes the minimum distance from the optical flow sequence obtained from a given input to that of an adversarial example in the neighborhood of the input. Built on the previous Chapter 10, this chapter is a more comprehensive study of the robustness of multi-modals models both consisting of video and audio against adversarial perturbation causing changes to both modalities.

11.3 Background

As is covered in the previous Chapter 10, the definition of Unimodal adversarial perturbation can be seen in Section 10.3.1.

11.3.1 Multi-Modal Adversarial Perturbations

Under audio-visual multimodal learning setting, we formulate our loss as:

\[ L_{multi} = \mathcal{L}(f(g(x_A) \oplus h(x_V)), y), \]

over the classification function \( f \), which can however readily be expanded to additional modalities. \( g(x_A) \) denotes the encoding of audio features into a bottleneck representation with audio encoding networks (CSN) depicted in Figure 11.2, while \( h(x_V) \) similarly represents the (R2+1D)CNN [Tra+18] encoded video representation and \( \oplus \) indicates concatenation of features. \( D_A \) and \( D_V \) indicating their individual dataset. This more complicated setting requires us to study the adversarial perturbation computed against both the audio input \( \delta_A \) and the video input \( \delta_V \), and can be written out as:

\[
\begin{align*}
E_{(x_A,y) \sim D_A; (x_V,y) \sim D_V} \max_{\delta_A \in C(x_A), \delta_V \in C(x_V)} & \left[ \mathcal{L}(f(x'), y) \right] \\
\text{subject to } C(x) = \{ a \in \mathbb{R} : ||a - x||_p \leq \epsilon \}
\end{align*}
\]  

(11.1)

Here, \( x' = g(x_A + \delta_A) \oplus h(x_V + \delta_V) \). The set \( C(x) \) is usually defined as a ball of small radius of the perturbation size \( \epsilon \) (of either \( \ell_{\infty}, \ell_2 \) or \( \ell_1 \)) around \( x \). Thus, to compute uni-modal audio perturbation to attack the multimodal model, our PGD step could be rewritten as:

\[
\delta_A := \mathcal{P}_\epsilon \left( \delta_A - \alpha \frac{\nabla_{\delta_A} \mathcal{L}(f(g(x_A + \delta_A) \oplus h(x_V)), y)}{\|\nabla_{\delta_A} \mathcal{L}(f(g(x_A + \delta_A) \oplus h(x_V)), y)\|_p} \right)
\]  

(11.2)

Accordingly, to compute video perturbation against video classifier \( g(x) \), we perform the following PGD step:

\[
\delta_V := \mathcal{P}_\epsilon \left( \delta_V - \alpha \frac{\nabla_{\delta_V} \mathcal{L}(f(h(x_V + \delta_V) \oplus g(x_A)), y)}{\|\nabla_{\delta_V} \mathcal{L}(f(h(x_V + \delta_V) \oplus g(x_A)), y)\|_p} \right)
\]  

(11.3)
In the more complicated multi-modal case, we jointly optimize $\delta_A$ and $\delta_V$, where:

$$
\delta_A, \delta_V := \mathcal{P}_\epsilon(\delta_{(V,A)}) = \alpha \frac{\nabla_{\delta_{(V,A)}} \mathcal{L}(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)}{\|\nabla_{\delta_{(V,A)}} \mathcal{L}(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)\|_p}
$$

11.4 Challenge Common Assumptions in Multimodal Learning

There is a vague notion that multimodal systems are generally more robust compared to unimodal models [BAM18]: “Having access to multiple modalities that observe the same phenomenon may allow for more robust predictions.” From an information retrieval perspective, this statement is theoretically true since the same information was captured twice in different modalities, improving the robustness of multimodal models. However, this is not always true if we rigorously consider how adversarial perturbations affect the neural network model as follows.

**Theorem 1.** There exists a sample $x_i \in D$, and a unimodal sample-wise attack $\exists \|\delta_{A,i}\|_p \leq \epsilon_A$ or $\exists \|\delta_{V,i}\|_p \leq \epsilon_V$ that can break a multimodal fusion network $f((x_V \oplus x_A,i), y_i)$, changing its prediction label $y_i$.

Here, $D$ is the dataset, and $\epsilon_A$ and $\epsilon_V$ are the point-wise robustness threshold for each uni-modal of a sample $x_i$. Therefore, as a conjecture, a unimodal attack can break a multimodal model, which we empirically verified the existence of such cases in our experiments. The proof of Theorem 1 can be found in the appendix page.

11.5 Metrics for Class-wise robustness

Point-wise robustness is limited in terms of scalability and generalizability. Class-wise robustness metric is a more efficient for a large-scale dataset. Instead of exhaustively running universal adversarial perturbation we define two metrics to capture the main robustness property of each class.

11.5.1 Centroid-based density metric

We calculate the class-wise density of the class’s high dimensional $\ell_p$ norm ball by a function of the number of samples $n_c$ in the class $c$ and the volume of the $\ell_p$ norm ball. In this chapter, $n_c$ is the number of samples of each class in Audioset.

The centroid of a class $\odot_c$ is the mean of bottleneck features $l = g(x)$ of samples $x$ in the class $c$: $\odot_c = \frac{\sum_{i \in c} l_{xc}}{n_c}$, where $n_c$ is the number of samples in the class $c$. In our case, it is $l = g(x_A)$ for audio modality or $l = g(x_V)$ for video modality. For each class, we calculate
Figure 11.1: (a) An illustration of multi-modal fusion. (b) Illustration of the centroid based density metric \( \rho^R_{\tau,p} \).

the distance of samples in \( c \) to the centroid \( \odot_c \). The radius of a class \( R_{p,c} \) on \( \ell_p \) norm ball is the maximum distance of all samples in \( c \) to the centroid \( \odot_c \): 
\[
R_{p,c} = \max \| l_{i,c} - \odot_c \|_{p, i=1,\ldots,n_c}
\]
The radius of the first \( \tau \) percentage of samples closing to the centroid is \( R_{\tau,p,c} \), and the \( n_{\tau,c} = \tau \times n_c \) is the number of \( \tau \) percentage samples close to the centroid. According to [Jor], the volume \( V^p_d (R) \) of the \( d \)-dimensional \( \ell_p \) norm ball with a radius \( R \) is: 
\[
V^p_d (R) = \frac{(2\Gamma(\frac{d}{p}+1)R^2)}{\Gamma(\frac{2}{p}+1)},
\]
where, \( d \) is the dimension of the ball, \( R \) is the radius, \( p \) is the \( \ell_p \)-norm, and \( \Gamma \) is the Gamma function.
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Now, we formally define the robustness of a class \( c \) with regard to \( \tau \) quantile of the class sample \( x_c \)'s distance to the centroid \( \mathbb{C}_c \) of the class \( c \) by:

\[
\rho_{\tau, p, c} = \frac{n_c - n_{\tau, c}}{\log(V_p^n(R_{\tau, p, c})) - \log(V_p^n(R_{\tau, p, c}))}
\]  

(11.5)

where the numerator is the number of class samples whose \( \ell_p \) distance to centroid larger than \( \tau \) quantile of samples in \( c \); \( R_{\tau, p, c} \) is the \( \tau \) quantile of all class sample’s \( \ell_p \) distance to the class’s centroid. We perform the log operation on the volume to reduce the scale of Gamma function for ease of computation. This can be intuitively interpreted as the density in the outer crust of a ball as is shown in Fig. 11.1(b). Generally, the higher the density of the crust, the more robust the samples within/below the crust are.

11.5.2 Convexity-based metric

The convex set \( C \) in geometry is defined as a set where given any two points \( x_1, x_2 \in C \) in the set, the set contains the whole line segment \( x = \theta x_1 + (1 - \theta)x_2, \) with \( 0 \leq \theta \leq 1. \) Based on our observations and conjecture, we propose the convexity-based metric as one of the robustness measurements of the class. We construct the convex set \( S = \{ \hat{x}_s | \hat{x}_s = \theta x_1 + (1 - \theta)x_2, \theta \sim U[0,1], \forall x_1, x_2 \in C \} \), and sample \( n \) points from it \( \{ \hat{x}_1, ..., \hat{x}_n | \hat{x}_i \in S \} \). The metric is defined as follows:

\[
\kappa_c = \frac{\sum_{i=1}^{n} 1 \{ f(\hat{x}_i) = y_c \}}{n}
\]  

(11.6)

where \( y_c \) is the class label. The higher the \( \kappa_c \) is, the more convex the decision boundary of class \( c \) is. In this work, we set \( n = 2000 \). Conceptually, the higher number of instances where the midpoint of two points within the same class embedding continues to yield the same prediction from the model, the greater the degree of convexity we attribute to it. Therefore, we use this metric as a proxy to measure how convex the neural network is. We hope to see a positive correlation between convexity and robustness.

For both metrics, we use the bottleneck feature \( l \) to calculate the value of the metric. In later experiments, we empirically show the effectiveness of our metrics by contrasting them with the accuracy drop caused by universal perturbation [MD+17].

11.6 Density-Convexity based Mix-up

As is noted by [LLY20], mix-up techniques could potentially smoothen the decision boundary by generating virtual training samples by a weighted sum of existing training samples,  

\[ \text{https://wikipedia.org/wiki/Gamma_function} \]
which improves generalizability. Inspired by our density-based and convexity-based metrics, we employ a simple adjustment to mix up:

\[
\begin{align*}
\tilde{x}_A &= \alpha x_{A_i} + (1 - \alpha) x_{A_j}; \\
\tilde{x}_V &= \alpha x_{V_i} + (1 - \alpha) x_{V_j}; \\
\tilde{y} &= \alpha y_i + (1 - \alpha) y_j;
\end{align*}
\]

(11.7)

where \(\alpha \in [0, 1]\), \((x_{A_i}, x_{V_i}, y_i)\) and \((x_{A_j}, x_{V_j}, y_j)\) are two training samples, with both audio and video inputs drawn from 2 different classes \(y_i\) and \(y_j\), subject to \(\kappa_c < T\) (\(T\) is an empirical threshold on the convexity) and \(\rho_{c}^{R_{T},P} < D\) (\(D\) is an empirical threshold on the density), for both classes. Both \(T\) and \(D\) are dataset-dependent parameters, \(T = 0.5\), \(D = 8\) in this context. Remember, for a given sample \(x_i\), the standard mixup method [Zha+18] selects \(x_j\) from a uniform distribution across the dataset. However, this method might not adequately accommodate the imbalanced distribution of the dataset. In contrast, we are augmenting the less convex classes of training data with more samples from the less dense samples which are farther to the center of its embedding space. Conducting such mixup is effectively adding more "difficulty" to the model during training, implicitly this training shares the same intuition as adversarial training. It is important to note in Figure 11.4, not all classes trace the linear correlation perfectly, and since our motivation is to capture performance across all classes to boost mAP, we do not specifically analyze those edge cases.

### 11.7 Experiments

#### 11.7.1 Dataset and Model Setup

As is consistently mentioned throughout this thesis, AudioSet [Gem+17b] contains 2 Million 10-second YouTube video clips, summing up to 5,800 hours annotated with 527 types of sound events. We train and test the models according to the train (1998999 samples) and test split (20126 samples) described in [Her+17b]. The input for the audio branch are matrices of Mel filter bank features. For the visual branch, we employ an (R2+1D)CNN + transformer backbone [Tra+18] to encode the spatial-temporal context. This network is very similar to what we studied in Chapter 10, with only the video branch and fusion mechanism being slightly different. The clean performance (with no data augmentation) of our unimodal audio model and audio-visual model are listed in Table 11.1 (italic font). Kinetics-Sounds [AZ17a] is a subset of Kinetics [Kay+17] that contains 34 classes of audio-related events (22,107 train, 1,504 validation). We preprocess the Kinetic-sound dataset in a similar fashion. Our clean multimodal baseline: 86.5%. We use Kinetic-sounds only for audio-visual performance since their audio-unimodal performance is low and thus not representative.
11.7.2 **Adversarial Perturbation & Adversarial Training**

All of the adversarial perturbations in this chapter are computed with the PGD method [Mad+17], with $\epsilon = 0.1$, $\ell_2$, trained over 20 iterations. Attack budget ($\epsilon$ and # of iteration) are constrained to be the same across unimodal, multimodal experiments. Adversarial Training is performed by the methods mentioned in [WRK20].
### Experiments

<table>
<thead>
<tr>
<th>Models</th>
<th>Attack</th>
<th>mAP</th>
<th>AUC</th>
<th>d-prime</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Audio UniModal (PANNS)</em> [Kon+19a]</td>
<td>No</td>
<td>0.383</td>
<td>0.963</td>
<td>2.521</td>
</tr>
<tr>
<td><em>Audio UniModal</em></td>
<td>Yes</td>
<td>0.183</td>
<td>0.895</td>
<td>1.770</td>
</tr>
<tr>
<td><em>Mid Fusion (G-blend)</em> [WTF20]</td>
<td>No</td>
<td>0.427</td>
<td>0.971</td>
<td>2.686</td>
</tr>
<tr>
<td><em>Mid Fusion</em></td>
<td>Yes A+V</td>
<td>0.182</td>
<td>0.889</td>
<td>1.836</td>
</tr>
<tr>
<td><em>Mid Fusion</em></td>
<td>Yes V-only</td>
<td>0.339</td>
<td>0.954</td>
<td>2.441</td>
</tr>
<tr>
<td><em>Mid Fusion</em></td>
<td>Yes A-only</td>
<td>0.310</td>
<td>0.940</td>
<td>2.276</td>
</tr>
<tr>
<td><em>Mid Fusion mixup</em></td>
<td>No</td>
<td>0.424</td>
<td>0.972</td>
<td>2.711</td>
</tr>
<tr>
<td><em>Mid Fusion mixup</em></td>
<td>Yes A+V</td>
<td>0.234</td>
<td>0.891</td>
<td>1.983</td>
</tr>
<tr>
<td><em>Mid Fusion AT</em></td>
<td>No</td>
<td>0.397</td>
<td>0.964</td>
<td>2.530</td>
</tr>
<tr>
<td><em>Mid Fusion AT</em></td>
<td>Yes A+V</td>
<td>0.199</td>
<td>0.900</td>
<td>1.861</td>
</tr>
</tbody>
</table>

Table 11.1: We use the overall architecture shown in Figure 11.2. Here, mAP is the mean average precision, AUC is the area under the false positive rate and true positive rate (recall). The d-prime can be calculated from AUC [Gem+17b]. AT denotes adversarial training. A red text color indicates the most potent perturbation against the model.

<table>
<thead>
<tr>
<th>Models</th>
<th>Attack</th>
<th>Acc</th>
<th>mAP</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mid Fusion</td>
<td>No</td>
<td>86.5%</td>
<td>0.853</td>
<td>0.987</td>
</tr>
<tr>
<td>Mid Fusion</td>
<td>Yes A+V</td>
<td>5.0%</td>
<td>0.513</td>
<td>0.824</td>
</tr>
<tr>
<td>Mid Fusion</td>
<td>Yes V-only</td>
<td>6.6%</td>
<td>0.541</td>
<td>0.848</td>
</tr>
<tr>
<td>Mid Fusion</td>
<td>Yes A-only</td>
<td>85.6%</td>
<td>0.851</td>
<td>0.987</td>
</tr>
<tr>
<td>Mid Fusion mixup</td>
<td>No</td>
<td>85.5%</td>
<td>0.854</td>
<td>0.987</td>
</tr>
<tr>
<td>Mid Fusion mixup</td>
<td>Yes A+V</td>
<td>15.2%</td>
<td>0.734</td>
<td>0.623</td>
</tr>
</tbody>
</table>

Table 11.2: Performance of CSN models on Kinetics-Sounds.

#### 11.7.3 Results and Discussion

As we can see from Tables 11.1 and 11.2, we find empirical evidence supporting Theorem 1, as uni-modal attacks (Video-only, Audio-only) can successfully break the multimodal network. Multimodal attacks are however more potent than unimodal attacks given the same attack budget, with the same $\epsilon$ and iterations causing more accuracy drop compared
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Figure 11.3: Left: TSNE of the vanilla fusion feature. Right: TSNE of the mixup fusion feature. Three classes: Red → Siren; Blue → Civil Siren (subclass of Siren); Green → Pig.

to a unimodal attack.

We could also see the benefit of our proposed mixup, which could help minimize the accuracy loss significantly on both AudioSet and Kinetics-Sounds, compared to vanilla mid-fusion and traditional adversarial training (AT). Interestingly, among AudioSet where audio event classification should be the dominant task, audio modality showed on-par robustness compared to video. While in the Kinetics-Sounds dataset where video event classification is the dominant task, audio attacks did not affect the classifier at all, video modality dominantly decides the robustness. We pay the cost of sampling for measuring the convexity and density, whereas adversarial Training needs to pay the cost of both computing the adversarial examples and retraining with them, our method is a lot cheaper in terms of computational cost.

In Fig. 11.4, Performance Drop Rate:= clean performance−performance under attack clean performance. If we plot using density as the x-axis, we could observe a similar correlation trend, but a bit noisier compared to Fig. 11.4. The density $p^{R,p}_c$ (see §11.5.1) is measured at 60 and 80 quantiles of the class in $\ell_2$ norm. We can observe a negative correlation between the drop rate and the convexity of the class, suggesting a positive correlation between robustness and convexity. We could also see higher density would correlate to more robustness for an audio class, some denser classes tend to be more robust despite having low convexity. Intriguingly, we see the pattern that simpler waveforms such as siren (highlighted), bell sounds, child crying are more robust than complex signals like traffic/mechanics sounds. Our empirical findings verify our conjecture that both the density and the convexity of the data are simple factors that could severely affect its robustness. Fig. 11.3 shows the convex hull of the bottleneck feature of the mixup fusion model and vanilla mid-fusion model, where we observe that the mixup model clearly pushes samples of a class to form a denser outer crust and encourages a clearer boundary between classes resulting in a higher convexity within selected classes.
11.8 Conclusion

In contrast to some common notions, our work shows that multi-modal systems are not always more robust to adversarial attacks. In this chapter, we propose alternative metrics to understand the adversarial robustness of large-scale multi-modal models, and we empirically show the effectiveness of our density and convexity metric. We further propose a novel multi-modal mix-up method that selectively augments the denser samples in less convex classes to compensate for the robustness, and which outperforms simple adversarial training with respect to robustness. Our experiments on AudioSet [Gem+17b] and Kinetic-Sounds dataset [AZ17a] verify our hypothesis and the effectiveness of the mix-up strategy.
Chapter 12

Noise Robustness under Common Corruptions versus Adversarial Robustness

12.1 Introduction

In previous chapters, including Chapter 8, 9, and 11, we have delved into the topic of adversarial robustness. Given the high cost of adversarial training (AT), it would be hardly practical to pay the cost of AT before deploying larger and larger models trained on more and more data. Therefore, understanding different models’ clean performance is important for us to understand each of their vanilla robustness against noise.

The significance of noise robustness of audio recognition (AR) systems is highlighted with the success of deploying Automatic Speech Recognition (ASR), and acoustic event detection (AED) techniques in various indoor and outdoor setups like mobile devices and vehicles [LSK19]. Previous AR pipelines rely on preprocessing or enhancement modules to filter out noises in the audio input. However, those approaches do not guarantee to eliminate noises completely [Mic+21; WC18], which still cascades to downstream modules of the pipelines. Therefore, measurements of the effects of these noises help to identify the robustness of the AR systems. In this chapter, we focus on the robustness of models without noise-filtering preprocessing steps in AED: predicting the most likely semantic label for the acoustic event in an audio stream. General environmental sounds, which are naturally noisy, do not include as many contextual dependencies or senses as their human speech subset [Li+22a]. Besides, AED does not usually involve language models, avoiding extra complexity for error analysis. Meanwhile, our findings about different neural models on the AED task could inform modeling choices for all other audio-related tasks such as ASR, speaker identification, etc.
There is a recent rise of Vision Transformer (ViT) [GCG21a] in AED over the previous CNN variants models [Kon+19a; Li+22a]. However, CNN-based models still have advantages in efficiencies and training efforts [Li+22a]. Those two categories of models have several major differences: CNN has good efficiency properties because of its effective input downsampling and discretizing the mathematical convolution into matrix multiplication, excelling at capturing local features; whereas ViTs capture global patch-wise correlation from self-attention and bear little inductive bias. Such distinctions may lead to their differences in properties in terms of robustness in audio classification. Recent studies from the vision community [PC21; Sha+21; Bho+21; Nas+21] show that ViTs are more robust learners compared to their CNN-based counterparts. For example, the model robustness increases with more layers of transformer blocks, and convolution does the opposite [Sha+21], and CNN-based models could improve their robustness if adopting ViT’s training recipes [Zho+22]. However, all those findings are empirically collected on vision tasks, whether similar property stands in the audio domain remains unclear.

We therefore thoroughly investigate the difference between CNN-based and ViT-based models on AED in terms of noise robustness. We reproduced 4 competitive checkpoints from a recent study [Li+22a](CNN+Transformer, ViT, ResNet and CRNN) for comparison.
and conducted experiments on AudioSet. In our study, we start with the model’s “clean” performance on the AudioSet test set without any input perturbation and report performance changes when the model is under the influence of various types of noises. We first mask out a portion of the audio to test the change in the performance of different models. Then, we model the intermittent noise and continuous noise as occlusion and colored noise respectively. Additionally, we conduct a pressure test by investigating the performance under adversarial perturbations. Lastly, we investigate the connection between the loss landscape and robustness of models by measuring model sharpness [Kes+16]. Our major takeaways are three-fold:

1. By conducting a thorough comparison, we have observed a substantial disparity in the resistance of various neural architectures to different forms of noise.

2. Through stress testing different neural architectures using noise, we conclude that ViT (attention architectures) exhibits greater overall robustness than other architectures.

3. Robustness-aware trained models tend to have flat loss surfaces, manifesting in terms of low sharpness score, however, currently, there is no fair method to compare sharpness across different architecture, nor there does measuring the sharpness of standard-trained model indicate its robustness.

**Dataset and Setup:** We follow the same setup as Chapter 6 for AudioSet. Table 12.1 first 4 rows list state-of-the-art single models and for the AED task trained on the full AudioSet and test on the eval set.\(^1\) To limit variability, we do not include ensembled models, weight-averaged, multi-modal models. Following [Li+22a], we trained 4 models with competitive performance with comparable numbers of parameters, using the same training recipe, so that comparison could be carried out fairly. The training procedure details and parameters are identical to Chapter 6. (LR: \(4E^{-4}\), step decay, Adam optimizer, batch size 448, 10 epochs) The architecture of each model is shown in Figure 12.1, ResNet50’s architecture is omitted due to its prevalence. We use the 64x400 feature input models in the experiments of this work for better efficiency.

\(^1\)The waveform is downsampled to 16 kHz; frames of 1,024 samples (64 ms) are taken with a hop of 400 samples (25 ms); each frame is Hanning windowed and padded to 4,096 samples before taking the Fourier transform; the filterbank of 64 triangle filters spans a frequency range from 0 Hz to 8 kHz.
Table 12.1: we adopted 64×400 logMel spectrogram features. Sharpness is computed following [Meh+21], the higher the score the sharper the minima. Here, first 4 rows are models trained with standard training. ViT-SAM indicates ViT trained with SAM [For+20] using $\rho = 0.2$, and ViT-AT is ViT trained with Adversarial training using the universal adversarial examples computed in § 12.2.4.

12.2 Common Corruptions and Adversarial Perturbations

12.2.1 Temporal Masking/Occlusions

We leverage masking over temporal frames as the probing tool for analyzing the robustness difference between Transformer-based and CNN-based architectures. We employ the blank temporal mask, which stands for silence on different parts of 10-second audio snippets on all AudioSet eval set samples, shown in Fig 12.2 (a-g)\(^2\) to collect the performance changes under different masking strategies. Fig 12.3 demonstrates that less information exposure to the model (e.g. longer masking, loss of context) results in lower performance. Fig 12.2 (a-b) mask out a 50% consecutive chunk of the audio snippet, which results in 8% mAP decreases in Fig 12.3, and the position of the mask has negligible effects. However, larger negative impacts are introduced as the mask interval decreases, despite that the total number of frames being masked remains the same (50%).

Surprisingly, we could observe the existence of a threshold masking interval which significantly decreases the model performance. For instance, masking every 0.25s for

\(^2\)We apply masks directly on logMel filterbank features, for the readers who are interested in masking WAV files, Gibbs phenomenon will cause undesirable distortions of the spectrogram. Naturally, one would ask what is the effect of masking different frequency bands, but we believe such cases do not pose a realistic threat in reality.
AST/ViT and CRNN almost nullified the model’s capability to recognize. Inspired by George Miller’s psychological study [Cow15], neural networks resemble human memory in some ways, showing there’s a “magic number” period of information machine perception could remember. Taking a closer look into the class-wise performance, under 0.125s – 0.25s masking, there are only a handful of classes that the models could still predict with above 0.3 mAP: Speech, Music, Whistling, whispering, smoke detector, and fire alarm. Even the classes previously found [Li+22b] to be robust to high-frequency adversarial noise, e.g. Police cars, emergency vehicles, and siren classes, are beyond recognizing for our model.

Counter-intuitively, if we assemble the 0.125s fragments which were not masked to form a new 5s audio, the performance would recover dramatically, despite that we can clearly see the cutoff effect from the spectrograms. (see Fig 12.2(h,i), Fig 12.3(0.125s-1s Concat columns)) Interestingly, the performance of reassembled spectrogram would “recover” to the equivalent value as if the mask was a consecutive 5s mask on the spectrogram. Evidently, ViT/AST architectures and CRNNs are comparatively more robust architectures under occlusion, with their performance comparatively outperforming all other models under different types of occlusions. If noise spans longer than the convolution receptive field, we would expect the performance of CNNs to tank more. This is less observable in Figure 12.3 as compared to in Figure 12.4. The aforementioned observations suggest that a model’s resistance to occlusion is largely influenced by the global correlation of its base learning unit or resolution. Specifically, Transformers learn from patches, and the more intricate the details these patches capture, the greater their robustness. On the other hand, CNNs learn via kernels. The wider the global correlation these kernels can perceive, the greater their resilience to occlusion. In practice, we conjecture it is much easier for Transformers to readily build the global correlation than for CNNs to learn using huge-size kernels, therefore, Transformers appear to be more robust empirically. This specific behavior could be leveraged to infer neural architecture under a black box setting. This could be a potent threat model for adversarial attacks in the audio domain.

### 12.2.2 Strong label masking

With the release of new strong labels from AudioSet [Her+21], we have knowledge of when a specific event occurs exactly for 12,091 samples among the entire 20,123 eval set, where the strong labels match with the weak labels. We compare the following settings:

**Context-only** We mask out the strong labels of each test sample and compare the performance of different models (Fig 12.2 (j)).

**Strong label-only** Conversely, we also expose the strong label portion to the model. 'Masking Context' indicates masking the complement of the strong label portions (Fig 12.2 (k)).

**Concatenations** Either the strong label portion (Fig 12.2 (l)) or the context portion (Fig 12.2 (m)) are concatenated.
Results in Fig 12.5 show that the strong labels are crucial to models’ performance, and context-masking leads to moderate performance drop. However, concatenations bring marginal boost.

### 12.2.3 Colored Noise

It is a common practice to use colored noise as the framework to model continuous noise in speech. We investigate the effects of two white (Gaussian) noise setups. 1) Adding Gaussian noise $\sim \mathcal{N}(0, 0.002 \sim 0.1)$ onto the logMel spectrogram features (Fig 12.2(n)). 2) Adding Gaussian noise $\sim \mathcal{N}(0, 0.001 \sim 0.1)$ to the audio files and let the noise cascade into the logMel filters through the FFT step and the Mel Filters (Fig 12.2(o)). The former 2D noise is strong in magnitude compared to the latter 1D noise. And the results in Fig 12.6a and Fig 12.6b show that ViT is more robust to both noises than CNNs. Meanwhile, we find that those models have similar responses to pink, brown, and blue noises. The results for other colored noises are not included but can be found in our open-source repository. It’s noteworthy that hybrid models like CRNN and CNN-Transformer exhibited specific vulnerabilities to colored noise introduced into 2D features, but not to noise introduced into 1D waveforms. Their performance even deteriorates below that of ResNet in this scenario, implying that the 2D Gaussian noise is more effectively disrupting their base learning unit than it is confounding the other two types of models. It’s important to mention that determining the base learning unit of hybrid models is challenging, as their features undergo several non-linear, non-convex convolution layers before reaching the stage of building global correlation. At present, we lack the necessary tools for a precise examination of hybrid models. This would be interesting for further analysis in the future.

### 12.2.4 Adversarial Perturbation

Following [Li+22b] we also compute white-box universal adversarial perturbations ($\ell_\infty$ or $\ell_2$ norm) against all the selected models and add them to the input logMel feature. The upgrade we made here is we use $APGD_{DLR}$ [CH20] instead of PGD attack, for $\epsilon$ from 0.005 to 0.05. This update was for the sake of completeness, the results did not differ much from PGD, and thus we do not repeat the result of PGD in the graph. Fig 12.2 (p, q) show examples in examples of two perturbations with $\epsilon = 0.005$, where the $\ell_\infty$ norm attack generates sparse lacunae in the logMel spectrogram. From the results in Fig 12.6c and Fig 12.6d, we can see that ViT is generally more robust than other models under adversarial perturbations, the performance for $\ell_2$ does not differ much from $\ell_\infty$, and in fact $\ell_\infty$ could be thought of as a scaled-version of $\ell_2$ attack. The performance of ResNet is cratered, which indicates its challenges to defend adversarial perturbations without specific temporal dependency modeling modules, which is also found in [Zho+22]. Notably, CRNN is less
robust than ViT under adversarial perturbations despite its similar robustness compared to ViT under occlusions.

12.3 Through the Lens of Confusion Matrix

The confusion matrix represents true positive, false positive, true negative, and false negative predictions made by the model. This notion of a confusion matrix is primarily for binary or multi-class classification problems, where the definition of a confusion matrix is readily defined and very easy to implement. e.g. common libraries have existing functions.

However, in the case of multilabel classification, things are a bit more complex because each label is a binary decision, but the labels are not mutually exclusive. Following the canonical definition of confusion matrix, we would draw a $2 \times 2$ confusion matrix for each class, we would have to relax multilabel classification to multi-class classification and then draw the confusion matrix accordingly. As is shown in Figure 12.8, this results in a very sparse confusion matrix only showing a few bad-performing classes including 73 Domestic animals, pets; 138 Musical instruments; 72 Animal; 137 Music, which we were pretty familiar with.

Although this problem might look deceiving simple, we realize relaxing multilabel problems into multi-class classification could be suboptimal. This urges us to trace back to the core definition of the metrics of multilabel classification as we discussed in Chapter 6.8 and Chapter 4.2.2, where the mean Average Precision is defined as:

\[
AP = \sum_n (R_n - R_{n-1}) P_n
\]

\[
Precision = \frac{TP}{TP + FP}
\]

\[
Recall = \frac{TP}{TP + FN}
\]

where $P_n$ and $R_n$ are the precision and recall at the $n_{th}$ threshold. This definition, in most cases, proves effective as it provides a conservative measure of a classifier’s performance. By employing macro-averaging across various thresholds of the ROC curve, it distills the overall performance into a single numeric value. This complements other metrics such as AUC and d-prime.

However, there’s a trade-off for its simplicity and interpretability. While it shows how well a classifier performs on individual classes by capturing True Positives (TP), False Positives (FP), and False Negatives (FN) in a binary setting, it doesn’t provide insights into the specific classes the classifier is misidentifying. In other words, we cannot discern the specifics of misclassification as it doesn’t reveal what the classifier is confusing one class with.
In fact, the theoretical guarantee behind multilabel classification is much more involved than the multi-class setting, this is in line with the derivation in another recent study [JQG22]. To derive the equivalent certified robustness as [CRK19], [JQG22] used a much more involved variant of Neyman-Pearson Lemma [NP33] that is applicable to multiple functions, which correspond to multiple labels predicted by the base multi-label classifier. Our certified radius on the AudioSet case could be obtained following the same setup as [JQG22], however, in our case, the certified radius is all below mAP of under 10%, which carries little practical value. Plus, since this thesis is more concerned with the real-world implication of robustness, we do not expand the discussion of certified radius here. Inspired by [JQG22], we redefined confusion matrixes for multilabel settings with top-k settings, specifically, we calculate the True Positives (TP) by finding the common indices between actual and top-k predicted labels. For each True Positive, we increment the corresponding cell in the confusion matrix. We then calculate the False Negatives (FN) by identifying the actual labels that are not among the top-k predicted labels, and the False Positives (FP) by identifying the top-k predicted labels that are not actual labels. For each False Negative and False Positive pair, we increment the corresponding cell in the confusion matrix. The detailed implementation could be found in the same repository as Chapter 6. This results in a much better overview of the classifier’s capability as shown in Figure 12.9. As we can see, clearly, the confusion areas are 0-75 (human-sound category), 75-136 (animal), 137-282 (music), and 283-336 (sound of things), the rest are ambiguous and random sounds. This shows a well-performing classifier such as AST demonstrates a strong capability to learn the ontology of AudioSet automatically, and we observe very similar patterns for other well-performing models.

Through the lens of the confusion matrix, we can observe that though different attacks would reduce the terminal mAP of a model to a very low level, they work very differently. As is shown in Figure 12.10, versus Figure 12.12, adversarial perturbations fool the models into overpredicting on music and noise categories, whereas Gaussian noises trick the classifiers more into various existing noise categories. This is more evident in Figure 12.13, as the classifier fed with occluded information mainly over-predicts close to 300-index labels which correspond to siren/alarm classes, which is strong evidence that the model under noise perturbation or attack is simply “nudging” its gradient to the closest distribution it understands.

12.4 Through the Lens of Sharpness:

Except for the metrics or confusion matrix of the results, we would hope loss surface could help us identify robust models before we empirically measure their robustness.

**Sharpness Metric:** We follow the $\epsilon$-sharpness definition of [Kes+16] which defines sharpness as a maximum loss within a neighborhood bounded by $\epsilon$. Concretely, let $w$
denote the collection of all model weights; then \( \max_{|\epsilon| < \rho} \mathcal{L}(\mathbf{w} + \epsilon) - \mathcal{L}(\mathbf{w}) \) is small under a given radius, \( \rho \). \( \mathcal{L}(\mathbf{w}) \) is the loss function with parameters \( \mathbf{w} \), \( \epsilon \) is a tiny perturbation in the \( \ell_p \) ball. In Table 12.1, the sharpness score is computed following [Meh+21] using \( \rho = 0.05 \). Intuitively, this formulation represents the maximum loss in the local ball near the minima in the weight space. \( \epsilon \)-sharpness scores of different models are listed in Table 12.1, where higher score indicates sharper minima. At first glance, it is difficult to see correlations between the \( \epsilon \)-sharpness scores and the robustness as indicated in the empirical tests in Figure 12.7.

Upon reconsideration, we identified several concerns: 1) To ensure a fair comparison, we assigned a uniform \( \rho = 0.05 \) across architectures, however, each architecture has its optimal \( \rho \) value for SAM training (would be the same for the measurement, since [Meh+21] followed SAM to compute the sharpness score). 2) The varying loss scales across different models could potentially distort the \( \epsilon \)-sharpness metric. As such, it may not be feasible for the \( \epsilon \)-sharpness metric to reveal the distinctions between different models initially, nor might it be capable of indicating any related robustness.

However, we do observe both SAM-trained [For+20] and adversarial-trained [WRK20] models display way lower sharpness than standard-trained models as it is indicated in Table 12.1 for the AST/ViT case. Both the SAM-trained model and adversarial-trained model demonstrate superior robustness against adversarial perturbation as is shown in Figure 12.7a. Put simply, while robust models tend to have less sharp minima, it is not effective to use the \( \epsilon \)-sharpness metric to compare across different architectures and it would not yield any insights about robustness.

On the other hand, since there exist different definitions of sharpness based on Hessian, although it is also not scale-invariant, for broader comparison, we computed the largest eigenvalue of the Hessian \( \nabla^2 \mathcal{L}(\mathbf{w}) \) following [CHG22]’s setup using 10% of AudioSet balanced set via power iteration by using PyHessian [Yao+20], 100 iterations, and reported in Table 12.1 as well. We observe very similar trend as the \( \epsilon \)-sharpness metric.

Though our aim here was to draw observations about sharpness versus robustness, our findings suggest that using the current definition of sharpness might not support such a comparison. This calls for the future development of scale-invariant sharpness measurements across architectures.

**Sharpness related discussion:** There have been debates about whether flatter minima surfaces help with generalization, the positive evidence has been confirmed in many works [For+20; Meh+21] and etc, until [KCL23] [And+23] empirically found counter-evidence that sharper minima could generalize as well. A recent work [WML23] theoretically explains this seemingly contradictory phenomenon proving such contradictory indeed would exist.
12.5 Conclusion

In our comparative analysis, the AST/ViT\cite{GCG21a} architecture displayed more resilience compared to the CNN family to both colored and adversarial noise and was much better than pure CNN in defending against occlusion. We postulate that AST/ViT benefited from the fine-grain learning base unit-(i.e. patches of spectrogram) compared to coarser kernels CNNs are based on. Unlike CNNs, transformers do not have a fixed-size receptive field, they instead use self-attention mechanisms that consider the entire input space, allowing for a global receptive field. Meanwhile, the empirical evidence also indicates that a model’s ability to withstand adversarial attacks does not necessarily imply a similar level of resilience against noise disturbances, suggesting no substantial correlation between adversarial robustness and noise robustness. This separation of robustness capabilities underlines the complexity of designing models that are universally robust against different types of perturbations. In addition, despite being able to observe that robustly trained models display lower sharpness, we were yet able to find a way to leverage the current definition of sharpness to compare different architectures. It highlights the need for a comprehensive approach when building and assessing robustness in neural network architectures. All aspects including model design, training techniques, dataset distribution, and metrics need to go through careful consideration.
Figure 12.2: The sample sound here is a “hammer” class. Youtube id: –BfvyPmVMo. The 4 vertical lines are the actual hammering sounds (strong labels), and the dark part is the blank temporal mask. (b) - (c) refer to consecutive masking, and (d) - (g) refers to masking with different intervals. (h) - (i) concatenating the masked portions, equivalent to accelerating; (j) - (i) leaving out strongly labeled portion/context separately; (n) - (q) refer to adding Gaussian noises or perturbations.
Figure 12.3: Following the occlusion patterns in Fig 12.2 (a-g), this is the performance of the 4 networks in comparison when getting occluded signals. Baseline means no masking (clean). When concatenating these fragments Fig 12.2 (h, i) together, we see the performance of all the networks “snap back”. ViT/AST[GCG21a] showed are neck-to-neck with CRNN(TALNet)[WLM19].
Figure 12.4: The kernel size is 7 and it corresponds to 0.175s of audio in the 10s audio (400-dim logMel). In Fig 12.3, we can see when masking every 0.25s, ResNet is the weakest performing one. This is more visible as AUC here. (All other networks are able to learn some longer-term correlation (global feature).) Note here, even at (mAP 0.018 in Fig 12.3) with finest-grain masking (every 0.125s), we are still performing way better than random guessing 527 classes. (Under such circumstances, only a few classes in the 527 classes would have non-zero mAP, the AUC value at this point is 0.609>0.5)
Figure 12.5: Performance when strongly-labeled portion of the signal is masked, versus the complement signal gets masked. See Fig 12.2 (j-m) for the effect.
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(a) Effect of different levels of Gaussian-noise added on waveform directly (1D)

(b) Effect of different levels of Gaussian-noise added on logMel (2D)

(c) Effect of different levels of $\ell_2$ adversarial perturbation

(d) Effect of different levels of $\ell_\infty$ adversarial perturbation

Figure 12.6: Performance under the influence of Gaussian-noise and adversarial perturbations. The baseline is no masking (clean) performance.

(a) Effect of different levels of $\ell_2$ adversarial perturbation on AST/ViT models trained by standard training, SAM, and Adversarial training (AT)

Figure 12.7: Performance under the influence of Gaussian-noise and adversarial perturbations. The baseline is no masking (clean) performance.
Figure 12.8: Confusion Matrix of AudioSet classification through relaxing multilabel to multi-class one-hot prediction (mAP 0.45 for AST model). 527 dimensions correspond to the 527 officially defined labels in the original order. Click here for label index.
Figure 12.9: Confusion Matrix of AudioSet classification (mAP 0.45 for AST model). 527 dimensions correspond to the 527 officially defined labels in the original order. Click here for label index
Figure 12.10: Confusion Matrix of AudioSet classification for Adversarial Perturbation $\ell_2$ norm corresponding to Figure 12.3(p)(mAP 0.10 for AST model). 527 dimensions correspond to the 527 officially defined label in the original order. Click here for label index
Figure 12.11: Confusion Matrix of AudioSet classification for Adversarial Perturbation $\ell_{\text{inf}}$ norm corresponding to Figure 12.3(q) (mAP 0.09 for AST model). 527 dimensions correspond to the 527 officially defined label in the original order. Click here for label index.
Figure 12.12: Confusion Matrix of AudioSet classification for Gaussian noise added on waveform corresponding to Figure 12.3(o), (mAP 0.09 for AST model). 527 dimensions correspond to the 527 officially defined label in the original order. Click here for label index.
Figure 12.13: Confusion Matrix of AudioSet classification for occlusion corresponding to Figure 12.3(g), (mAP 0.03 for AST model). 527 dimensions correspond to the 527 officially defined label in the original order. Click here for label index
Figure 12.14: Confusion Matrix of AudioSet classification for Gaussian Noise added on feature corresponding to Figure 12.3(n)(mAP 0.06 for AST model). 527 dimensions correspond to the 527 officially defined label in the original order. Click here for label index
Part III

Towards Generalization and Robustness in Audio-Visual Event Recognition Systems
Realizing the aforementioned gap between adversarial robustness (toy problem) and real-world noise robustness, and realizing the limitation of existing empirical and theoretical robust methods, we identify the most practical path forward is to leverage the development of foundational models, denoising diffusion probabilistic models in our case, which could help us improve both generalization and robustness at the same time. In Chapter 13, also as the closing chapter of this thesis, first, we train a state-of-the-art conditional diffusion model. After demonstrating it could produce high-quality audio through generation metric, we leverage it to perform data augmentation through textual inversion and text-guided image-to-image generation, and we use the generated samples to mix with real data and demonstrate that this could be a promising way to augment the low resource data in the audio domain. Finally, we show that this diffusion model is inherently a perfect denoiser to fend off both noise and adversarial perturbation, which plugs into the randomized smoothing framework for defending against adversarial perturbation. In our experiments, diffusion denoising showed strong empirical evidence for defending against common corruptions in Chapter 12, and we also could achieve a robust certification.
Chapter 13

Audio-Journey: Diffusion to improve Generalization and Robustness

13.1 Introduction

In 2023, the field of machine learning for the audio domain, despite making significant strides, is arguably constrained by the scarcity of high-quality data. The largest datasets available, including AudioSet [Gem+17b], CLAP [Wu*+23], and VGGSound [Che+20a], comprise in total less than 3 million examples, falling orders of magnitude short of datasets in other domains, such as the Laion 5B Image-Text dataset [Sch+22]. Even for these datasets, the majority of annotations are collected through weak labeling, which may introduce noise and limit the definition of sound to a constrained definition.

This begs the question of how we should move forward to improve the generalizability and robustness of existing systems. Text-guided diffusion models have emerged as a promising solution for seamlessly integrating text and audio modalities. They hold potential not only for enhancing audio datasets, but also for denoising them. However, we face a classic chicken-and-egg conundrum, as we initially lack a substantial dataset that pairs text and audio to commence our work. ([Kim+19] only has 50k samples) In our efforts to create text-audio pairs, we leverage Large Language Models (LLMs), which recent research has shown to possess the capability to extract substantial knowledge from billions of text inputs [Bro+20a; Tao+23]. The in-context generation capabilities of these models are so convincing as to raise concern about their ability, “hallucinating” false responses that mislead human users [Ben+21]. As part of a careful data augmentation strategy, however, these hallucinations can be used effectively to generate captions that can significantly enrich the existing weak labels that annotate audio datasets.

The obvious concern is that such hallucinations could introduce even greater noise, especially when the original weak labels are vague. For example, a 10-second audio clip
containing a multitude of sounds might be annotated with a single weak label of “speech.” Replacing such a weak label with LLM output conditional on a single-word prompt might simply swap out one source of noise for another. However, datasets such as AudioSet are sourced from videos, with visual information that can complement the audio. Video-to-Text (VTT) models can efficiently extract and transcribe visual cues into text representation, and state-of-the-art (SOTA) models such as BLIP2 [Li+23c] have demonstrated robust performance at this task. We apply BLIP2 to frames sampled from the video to generate a set of possible captions that capture visual information.

We have generated audio captions by prompting an LLM with the previously-available weak labels. Independently, we have also generated video captions using a VTT model. We once again leverage LLMs by computing entailment scores between these audio and visual captions to find the LLM “hallucinations” that are most compatible with the visual information. Additionally, we prompt the LLM to generate a merged audio-visual caption that provides an enriched annotation for the audio clip. Throughout this process, we remain particularly vigilant about potential audio-visual false positives: some audio clips do not have any corresponding visual information, for example when the objects seen on video do not produce sound or when the sounds’ sources are off-camera. We cover our approach to this issue in § 13.3. Our methodology so far is visualized in the left half of Figure 13.1, starting with the Raw Audio and Raw Video and leading up to the Audio+Visual (A+V) Caption.

Altogether, applying our methodology to AudioSet [Gem+17b] produces a dataset of over 2 million audio clips with significantly-enriched captions. We perform a human evaluation to verify the quality of our generated captions. We find that our captions are quantitatively better than previously-generated captions [Mei+23] and qualitatively comparable to human annotations released by AudioCAPs [Kim+19].

Having constructed a substantially enriched audio-text dataset, we can learn a powerful generative model for audio. We encode each audio clip into a post-quantization embedding space [Déf+22], and train a score-based latent diffusion model to reconstruct the audio, conditional on a T5[Raf+20] encoding of our generated captions. We delve deeper into our modeling choices and motivations in Section § 13.4. Our entire system is illustrated in Figure 13.1.

Our experimental results reveal that our diffusion model outperforms baseline models such as AudioLDM [Liu+23; Yan+23] in generating higher-quality outputs. Additionally, we prove that this model can replicate all the supplemental capabilities of Stable Diffusion [Rom+22], including features like ControlNet[ZA23] and Dreambooth[Rui+22], among others.

To further validate the quality of both our generated captions and the trained diffusion model, we generate a large dataset of new audio samples and use it to train a classifier from

---

1 Refer to the Appendix for more details of these add-on capabilities.
Figure 13.1: BLIP2: \([\text{Li+23c}]\), T5: \([\text{Raf+20}]\), Conv_in and Conv_out layers are modified to 128 channels. Audio Encoder, decoder and residual vector quantized (RVQ) layers are pre-trained by Encodec \([\text{Déf+22}]\).

scratch. In this process, we identified Textual-inversion \([\text{Gal+22}]\) as a much stronger tool compared to naive text-to-audio generation. Furthermore, we can also use our generated data to supplement, rather than replace, the existing AudioSet training data; we show that the combination of real and generated data results in improved SOTA classification accuracy.

At last, we show our diffusion model could be used as a natural denoiser, which perfectly fits into the randomized smoothing paradigm, and we show improved robustness using our diffusion as denoiser \textit{versus} baseline randomized smoothing.

Our work, motivated by the need to augment low-resource audio datasets, makes the following contributions:

1. We release a new large-scale resource augmenting the existing AudioSet. This substantial increase not only enhances the volume of data available but also greatly diversifies it, providing a richer resource for future research and analysis.
2. We successfully train a diffusion model using a pre-trained latent encoder-decoder, bypassing the need to train a VAE and vocoder (e.g., HiFiGAN \([\text{KKB20}]\)), which demonstrates excellent generation quality.
3. We showcase our diffusion model’s ability to generate \textit{useful} audio data. Classifiers trained with diffusion-generated data improve over those trained only on the original data.
4. We showcase our diffusion model’s ability to denoise and improve the robustness of existing classifiers significantly.

13.2 Background & Related Works

**Diffusion Models for Audio:** Denoising Diffusion Probabilistic Models (Diffusion Models) [HJA20] are a class of score-based generative models to predict how a data point diffuses over set time steps. The motivation for these models is as follows: given an image and a known forward diffusion process \( q(x_t | x_{t-1}) \), defined in equation (13.1), model and predict the reverse diffusion process \( q(x_{t-1} | x_t) \), defined in equation (13.2). Once trained, the reverse diffusion process can map random noise into new samples from the training data’s distribution. While accurately modeling the proper probability density function (PDF) of a sufficiently complex dataset \( P(X) \) is intractable, diffusion models instead model the gradient or stein score of the PDF: \( \nabla_x \log P(X) \). Through integration, this score function conserves the information stored within the PDF without being intractable to compute [SE20], allowing for superior data coverage compared to other generative models. The forward process equation is as follows:

\[
q(x_t | x_{t-1}) = \mathcal{N}(x_t; \sqrt{1 - \beta_t} x_{t-1}, \beta_t I) \quad q(x_1:T | x_0) = \prod_{t=1}^{T} q(x_t | x_{t-1}) \tag{13.1}
\]

where \( \beta_t \) is a value from 0-1 retrieved from the noise scheduler. Diffusion models have excelled at tasks including image synthesis [DN21] and audio generation ([Liu+23; Yan+23]). In contrast to other generative models, diffusion models suffer from a significant drawback: the extended duration required for sampling. This happens because the iterative denoising process requires multiple steps instead of a single forward pass employed by GANs and VAEs for generation. Many modern diffusion models address this limitation by operating in the latent space of an autoencoder, significantly reducing the dimensionality required for generation [Rom+22]. This approach improves image quality while simultaneously lowering sampling and training time. The reverse diffusion equation is as follows:

\[
p_\theta(x_{0:T}) = p(x_T) \prod_{t=1}^{T} p_\theta(x_{t-1} | x_t) \quad p_\theta(x_{t-1} | x_t) = \mathcal{N}(x_{t-1}; \mu_\theta(x_t, t), \Sigma_\theta(x_t, t)) \tag{13.2}
\]

Where \( x \) is the noised latent, and \( t \) is the timestep, \( p_\theta \) is an unconditional denoising model to approximate conditional probabilities, this model is parameterized through a score estimator \( e_\theta(x_t, t) \), which is equivalent to \( e_\theta(x_t, t, y = \emptyset) \). It’s noteworthy that both \( p_\theta \) and \( e_\theta \) can be effectively learned using a single neural network, in this work, we implement it with a high-channel UNet (more details in §13.4). Classifier-Free guidance is achieved by balancing the conditional and unconditional score estimator, where \( w \) is the tuning parameter, \( \alpha_t = 1 - \beta_t, \bar{\alpha}_t = \prod_{i=1}^{t} \alpha_i \):
\[
\varepsilon_\theta(x_t, t, y) = \varepsilon_\theta(x_t, t, y) - \sqrt{1 - \bar{\alpha}_t} \; w \nabla_x \log p(y|x_t)
\]
\[
= (w + 1)e_\theta(x_t, t, y) - \alpha e_\theta(x_t, t)
\]

Several recent works have used latent diffusion models for audio generation. AudioLDM and DiffSound [Liu+23; Yan+23] generate audio by applying diffusion to spectrogram representations of sound. However, in addition to the denoising network, these approaches require training both a new VAE and an entirely separate vocoder (e.g., HiFi-GAN [KKB20]) to convert from the generated spectrograms back into waveforms. This requires significant engineering effort and may be difficult to reproduce or generalize to new domains (e.g., if FFT parameters for spectrograms are hard-coded). In this work, we dramatically reduce the engineering effort and GPU hours needed to train an audio diffusion model. Rather than training our own VAE and vocoder, we use Encodec [Déf+22], an off-the-shelf VQ-GAN model which has demonstrated competitive MUSHRA [Ser14] in high-fidelity audio generation. This allows us to focus all our training resources on the denoising U-Net. While using the pre-trained VQ-GAN prevents us from jointly learning the latent space and the diffusion model, our model is still able to adapt to the Encodec model’s latent space. Our use of the Encodec model is similar to that of AudioGen [Kre+22], except they instead train an auto-regressive model. AudioGen also does not have public training code, making it a blackbox model and difficult to replicate.

**Other Representation Learning Models:** Directly modeling the score-based measure of the PDF allows diffusion models to significantly improve the diversity of their generation compared to other methods. For instance, GANs [KKB20] model the generative pipeline without expressly capturing the underlying data distribution; while this can be sufficient for high-quality generation, it cannot fully capture the diversity of the dataset. VAEs are better than GANs at capturing the diversity of the data distribution but often generate lower-quality samples [SE20]. Diffusion models generate samples that are of comparable or superior performance to GANs [DN21] while simultaneously producing better probability coverage of the underlying distribution [SE20]. Diffusion models’ ability to generate diverse and high-quality samples makes them uniquely ideal for our goals of audio data augmentation.

**Data Augmentation Methods:** The conventional method of data augmentation in the audio domain involves utilizing basic transformations such as specAug [Par+19] and mixup [Zha+18] to create fresh audio by masking and mixing existing ones. However, these augmentations lack diversity in semantics. The primary benefit of using diffusion models for augmentation is that we can address the low-resource nature of audio data and generate diverse samples of similar quality to the original data, given the diffusion model’s generation is high-quality and class-relevant. Recent work applying similar methods to the image domain suggests this is a scalable and accessible approach to data augmentation [Tra+23].

**Automatic Caption Generation:** Another common issue for audio datasets is the lack of
Table 13.1: Examples of conversions between class list and free text captions made to resemble image captions generated with an engineered LLM prompt.

<table>
<thead>
<tr>
<th>Classes</th>
<th>LLM Generated Captions</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Singing’, ‘Yodeling’, ‘Speech’</td>
<td>‘A person singing and yodeling while talking.’</td>
</tr>
<tr>
<td>‘Pump (liquid), ‘Water’</td>
<td>‘The sound of a pump dispensing liquid and running water.’</td>
</tr>
<tr>
<td>‘Frog’</td>
<td>‘A frog is croaking in a dark, musty swamp.’</td>
</tr>
</tbody>
</table>

Previous Audio Classification: Previous works [LQM+22] on audio classification achieve high accuracy by modeling $P(y|X)$ with a typical supervised learning approach. Self-supervised (SSL) methods such as AudioMAE [Poy+22] incorporate a model of $P(X)$ through pretraining, but such a model is inappropriate for the generation of new examples. Scored-based diffusion models model $P(X)$ directly and can use that understanding to directly perform classification. A properly trained diffusion model can function as a compressed knowledge base for the features provided in training [Li+23a].

13.3 Harnessing LLMs to generate Audio+Visual Captions: Prompt Engineering

Prompting given audio-only weak labels: We leverage the power of LLMs to increment the descriptiveness of the audio captions on datasets such as AudioSet [Gem+17b], which only contains weak labels without descriptive captions. We use Alpaca [Tao+23] and engineered prompts to generate a richer caption for every sample in AudioSet balanced and unbalanced sets, unifying the list of audio classes and introducing the relevant concepts. Table 13.1 shows specific examples of the class list to caption transformation. Alpaca is an open-source instruction-following model fine-tuned on the Llama-7b model [Tao+23]. Utilizing this model generates more grammatical captions that remain faithful to the
original labels.

To generate text captions from class label lists, we used the following prompt: “For each of these, summarize the sounds into a single sentence: describe a situation with all of these sounds together.” followed by the clip’s labels. A limitation of the Alpaca model is its tendency to add unnecessary details or ignore relevant labels when generating captions. By adding examples to the prompt, we leveraged the in-context learning ability of Alpaca to enrich our captions. Table A1 in the appendix covers more details.

Filter Hallucination and Obtain Visual Captions: Despite initial success with our approach, some captions contain Alpaca hallucinations, particularly in the cases of a single-class caption. For example, in Table 13.1 line 4, “swamp” is a hallucination, however plausible. To address this, we filter captions to replace single-class captions with a simpler non-LLM derived caption “The sound of [CLASS]”. This second pass does not invalidate the Alpaca-generated captions, which are far superior at capturing the complexity of audio samples with multiple classes. Recognizing the lack of detail in this single class captions, we utilized a SOTA Video-to-text model BLIP2 [Li+23c] to generate video-based captions for each video. These captions were derived from 3 sampled frames within the video at the $\frac{1}{3}$, $\frac{1}{2}$, and $\frac{3}{4}$ points of the 10-second clips. We again used Alpaca to combine these three captions into one with the following merging prompt: “Create one sentence that summarizes these three simply:”, allowing us to more effectively summarize the information of each video from the frames sampled.

Merging Audio and Visual Captions: These video captions were then combined with the audio captions from single-class labels with Alpaca to provide the needed visual context within each caption and combat the hallucination generated with single-label Alpaca audio captions. In our prompt, we specifically focused on the audio label while using the visual caption as auxiliary information: “Summarize these two captions conditioned on the second caption, the second caption describes an audio class and is the main concept:”. For all the prompts, we provided examples for Alpaca to better utilize the strength of in-context learning. The appendix shows more examples.

Audio-visual False Positive and Entailment Scoring: By observing the audio-visual captions generated while being aware of the audio-visual false-positive issue, we noticed that some of the captions in which the audio and video were not aligned resulted in noisy captions with details unrelated to audio in the actual clip. To measure the alignment between the visual caption and audio labels and test the capabilities of a decoder-only language model, we created an entailment score Alpaca prompt: “on a scale from 0 to 1, output the probability that these two captions happen together in float format:” In our in-context examples, we emphasized similar concepts even if the exact audio label was not referred to, such as an “ukelele” in audio and a “mandolin” in the video receiving a high entailment score. Nonetheless, we maintain the integrity of the video caption by ensuring it did not introduce sounds not present in the audio label, such as the implication of speech through the depiction of a person when the audio label did not include speech.
We sought to investigate the fidelity of our AV entailment score and overall usage of decoder-only LMs to calculate textual similarity and other metrics. In parallel, we use T5-sentence encoder [Raf+20] and the BERT sentence encoder and computed the embedding similarities between the audio and video captions. The Pearson correlation was then computed between the Alpaca entailment score and the scores from both T5 and BERT encoders to get 0.13 for T5 and 0.14 for BERT. We also calculated the (min, median, max) score for each metric with Alpaca having (0, 0.55, 1), T5 having (0.60, 0.75, 0.98), and BERT having (−0.20, 0.34, 0.98).

These scores are not correlated which implies that a decoder LM may be less reliable than an encoder LM when determining textual similarity and calculating metrics. Despite this, using a caption similarity metric could ensure that future audio-visual training data is less noisy and has clearer relationships between different modalities and be used to guide the merging of audio-visual captions to determine when the visual context is useful to include in our caption.

**Evaluation of Caption Generation:** AudioSet’s label coarseness and class imbalance are mitigated by our application of multiple Alpaca LLM caption generations, yielding 2.2M detailed audio clip captions. Previous efforts on creating audio captions focused on automatic audio captioning [Mei+23], but with the small training set size and imbalanced classes within the dataset § 13.7, the performance of their model is also limited. These are also typically end-to-end with WavCaps [Mei+23] using an HTSAT-BART model [Mei+23] which lacks the explainability and scalability compared to our human language-focused approach with weak labeling. Our approach better considers different modalities and introduces more flexibility in label generation due to the controlled hallucination that Alpaca has.

To assess the performance of our captions and the improvements due to additional context provided in their generation, we analyzed a subset of AudioCaps [Kim+19] captions (human-generated captions) and their corresponding audio clips against our generated captions, scoring each on a scale from 0 to 1 on the similarity to AudioCaps [Kim+19] while referencing the actual audio clip as shown in Table 13.2. Since most automatic metrics are based on n-gram similarity or LCS 3 and generally do not perform as well on individual sentence comparisons [Awa+22], we decided to use a human metric because of the large vocabulary variation as shown in the subset vocabulary size shown in Table 13.2. Additionally, the WavCaps [Mei+23] model is fine-tuned on AudioCaps which helps boost their automatic metric scores in comparison to our approach.

These results clearly display the qualitative improvements gained from in-context prompting for LLMs with clear examples to guide text generation as well as the addition

---

2 We will provide more details in the appendix and will release all captions as open-source resources.

3 Longest common subsequence (LCS) and comparison of n-gram overlaps perform poorly with vastly different vocabularies and description styles as it is not able to capture semantic similarity well or match with completely different caption structures and scenarios.
Table 13.2: Average similarity scores ranging from 0.0 - 1.0 between captions generated with Alpaca prompts and ground truth captions (AudioCaps) where zero-shot means no examples given to Alpaca, one-shot is one example, and few-shot is several examples, automatic evaluation metrics compared to the ground truth, and vocabulary size for the sample captions generated.

of visual elements into the captions. One limitation is the absence of labels in the original AudioSet which the human judges mentioned in the AudioCaps captions. Typically this occurred with speech and wind sounds being present in AudioCaps but not AudioSet labels. However, these cases show the benefits of using LLMs for generation which was able to use context clues and natural language understanding to add these missing features. An example of this context-aware enrichment can be seen in Figure 13.1 where the caption “shuffling cards” is correctly extended to include a human in the scene. Similarly, we observed that Alpaca would hallucinate “at the park” or similar setting-specific details for audio samples weakly labeled with ducks, water, or speech. Such hallucinations are often correct, but even when false they encode relevant domain knowledge that helps improve the quality of our captions.

## 13.4 Text-guided Diffusion in Quantized Latent Space

### Text Encoder $t_0$: We experimented with several text encoders for the prompt conditioned generation including CLIP [Rad+21], CLAP [Wu*+23], and T5 [Raf+20]. The CLIP encoder we used to fine-tune our U-Net models complicated the domain shift from image to audio. While we initially used CLAP for its textual-audio joint embedding, we found it performed worse than T5. T5 has a larger embedding space than CLAP or CLIP, requiring an additional linear projection to connect it to the U-Net. We found this detail crucial to changing the text encoder while preserving pretraining knowledge. The second strength of T5’s larger embedding space is its ability to encode larger vocabularies. As displayed in Table 13.2, our LLM-generated captions’ vocabulary is significantly larger than that of either WavCaps...
“The sound of Brass instrument together with piano, playing very sad music”

“The sound of Brass instrument together with piano, playing very happy music”

Figure 13.2: Spectrogram (only for visualization, never used) of sample generations showing tonal variance and harmonics.

or AudioCaps. To handle this more extensive caption vocabulary without loss, we chose T5 as our pipeline’s text encoder. The final consideration for text encoding is using an attention mask on the text embedding. These encoders output a fixed-length embedding along with an attention mask usable to ignore invalid tokens. We experimented with and without attention masks with varying results. Experimentally, as shown in Table 13.4, masking had different effects on CLAP and T5-based models. Intuition would say that masking the T5 embedding would yield a more significant improvement as its fixed length is larger than CLAP; however, the addition of the linear projection layer between the text embedding and the U-Net functions as a type of masking resulting in inferior performance when combined with an attention mask, as was also discussed in [Rom+22] as “unmasked” expert model.

**Noise schedule:** The denoising process is trained across a fixed number $T$ of DDPM [HJA20] steps. A naive approach would be to simply compute noise percent as a linear (scaled) interpolation from 0 - 1 across the timesteps to control the $\beta_t$ in Eq. 13.1, as done in AudioLDM [Liu+23]. With recent work [Che23] showing the superior performance of non-linear schedule versus linear schedule, we adopt cosine noise scheduling without the need to tune the $\beta_{\text{start}}, \beta_{\text{end}}$ from $t = 0$ to $t = T$: $\beta_t = \text{Clip}(1 - \frac{\alpha_t}{\alpha_{t-1}}, 0.999)$ $\alpha_t = f(t) \frac{f'(0)}{f(t)}$ where $f(t) = \cos\left(\frac{t+\delta}{1+\delta} \cdot \frac{\pi}{2}\right)^2$, where $\delta$ is a small offset. Figure 13.3 illustrates the process. During the sampling steps, we explored the usages of DDPM [HJA20], and accelerated approximating schedulers: DDIM[SME20], and PNDM [Liu+22]. Our empirical
results show the best speed-quality tradeoff for PNDM [Liu+22], thus the results reported in the main paper are PNDM results. In the appendix, we include a detailed comparison of all noise schedulers.

**U-Net \( \epsilon_0 \) Design:** We refer to our U-Net as a Wide Channel U-Net due to our choice to train and generate in a 128-channel latent space instead of the typical one or three channels used in SOTA audio generation. We had two main observations that informed this decision: first, the receptive field of the U-Net convolutional blocks could not fully explore the \( 128 \times 504 \) latent space representations from the Encodec encoder; second, the latent encoding showed little variance within the 128 dimensions. We were able to leverage the second observation to correct the first by reshaping the latent vectors from a one-channel \( 128 \times 512 \) image to a 128-channel \( 21 \times 24 \) image. We then normalized each channel to a mean of zero and std of one representation to assist the U-Net in learning the noise: \( \epsilon \sim N(0, I) \). With this new representation, the convolutional blocks are able to contain the entire image in their receptive field without losing resolution and result in higher fidelity audio. After generation, these transformations can be fully inverted to allow for decoding back into a waveform.

Another difference between our diffusion approach and that of past work (e.g., Audi-oLDM [Liu+23]) is our use of cross-attention instead of embedding adding. This change enables us to conserve text embedding features. In self-attention, the text embedding is first concatenated to the image embedding, subjecting it to modifications at each layer of the U-Net. For cross-attention, we instead use the unmodified text for attention at each layer of the U-Net, maintaining the text embedding fidelity throughout generation and improving class guidance. Equation 13.4 shows how this attention mechanism functions. In our cross-attention, the text conditioning \( y \) remains unchanged between diffusion steps; in self-attention, \( y \) would first be incorporated into the noised latent \( z_i \) before diffusion begins. In the self-attention setting, as the noisy latent passes through the U-Net the text embedding becomes increasingly interwoven into the noised latent and loses its reliability.\(^4\)

\(^4\)See the appendix for a more detailed explanation, including specific dimensions, and potential pitfalls
Cross-Attention\((Q, K, V) = \text{softmax} \left( \frac{QK^\top}{\sqrt{d}} \right) \cdot V \) (13.4)

where \( Q = W_Q^{(i)} \cdot \varphi(z_i), \) \( K = W_K^{(i)} \cdot \tau_\theta(y), \) \( V = W_V^{(i)} \cdot \tau_\theta(y) \)

**Generation Latent Space:** The Encodec model [Déf+22] we selected consists of an encoder, vector quantizer, and decoder stages. Initially, we attempted to directly learn the discrete “codebook” of RVQ as this has the highest degree of compression, at only \(8 \times 504\), and could leverage the generative benefits of the Encodec codebook and decoder stage. However, during experimentation, we observed nearly 0 decreases in train loss over time, as diffusion is only suitable for continuous vector space [SE20], an AutoRegressive model might be better for this. We trained our next model on the decoder embedding, which is of larger size, at \(128 \times 504\), but is continuous. This slight change improved training substantially and resulted in the model contributions we are providing. Despite the discrete representation’s inferior performance, we pre-computed the entirety of AudioSet 2M into discrete vectors and saved these new compressed versions to disk for training. This slight change from reading raw audio files to reading compact discrete codes from disk substantially accelerated training for two reasons. First, the I/O read times became significantly shorter as the files consist of \(8 \times 504\) features instead of \(160,000 \times 1\), resulting in a complete copy of AudioSet 2M that only takes 63 GB compared to 1.4 TB before for a > 95% reduction. Second, without needing to store these large waveforms in memory, we increased our batch sizes significantly, greatly improving training time. These results reinforce the vision of the original LDM in that it shows diffusion models can learn and generate arbitrary latent spaces regardless of their human interpretability or structure.

### 13.5 Diffusion as Data Augmentation for better Generalization

Using a pre-trained text-to-audio diffusion model, following [Tra+23], we leveraged Textual Inversion [Gal+22] to generate over 80,000 new audio samples randomly divided among the 527 audio classes in the AudioSet-20K balanced set. A random value \( k \in \{1, 2, 3\} \) was selected and mapped to \( k \) random classes from the AudioSet-20K class list for each sample. With these samples generated, we combined them into the datasets shown in Table 13.3. Due to the unbalanced distribution of AudioSet labels, we adopted the balanced sampling strategy as mentioned in Chapter 6. Note here, the weights for the lowest performing 100 classes are amplified as a control set for the experiment. When mixing real and synthetic
data, we adopt the same strategy as [Tra+23]:

\[ i \sim U(\{1, \ldots, N\}), \quad j \sim U(\{1, \ldots, M\}) \]

\[ B_{t+1} \leftarrow B_t \cup \begin{cases} X_i & \text{with probability } (1 - \alpha) \\ \tilde{X}_{ij} & \text{otherwise} \end{cases} \quad (13.5) \]

Note here \( X \in \mathbb{R}^{N \times H \times W \times 1} \) denotes a dataset of \( N \) real audio latents, and \( i \in \mathbb{Z} \) specifies the index of a particular latent \( X_i \). For each latent, we generate \( M \) augmentations, resulting in a synthetic dataset \( \tilde{X} \in \mathbb{R}^{N \times M \times H \times W \times 1} \) with \( N \times M \) augmentations, where \( \tilde{X}_{ij} \in \mathbb{R}^{H \times W \times 3} \) enumerates the \( j \)th augmentation for the \( i \)th latent in the dataset. Indices \( i \) and \( j \) are sampled uniformly from the available \( N \) real audio latents and their \( M \) augmented versions respectively. Given indices \( ij \), with probability \((1 - \alpha)\) a real audio latent \( X_i \) is added to the batch \( B \), otherwise its augmented latent \( \tilde{X}_{ij} \) is added.

To closely match the original AS-20K dataset, these new samples do not have LLM-generated captions, the naive approach is to generate them with a simple prompt formatted as "The sound of [LIST OF AUDIO CLASSES]." This configuration was used in [Liu+23] to convert labels to captions and provide prompts. We believe it is suboptimal for data augmentation, since everything needs to start generating from random Gaussian noise, and it is trading class accuracy off for diversity. If the class is not accurate, diversity in this case will be in vain. Therefore, we use Textual Inversion [Gal+22; Tra+23] to update the token of the class name of each of the AudioSet classes, and fine-tune their embeddings. At the generation step, we use the same prompt "The sound of [LIST OF AUDIO CLASSES]." but perform image-to-image diffusion, so that our denoising U-Net does not have to denoise all the way from pure Gaussian noise, but from a noisy version of ground-truth latent.

As shown in Table 13.3, we can see the classification models trained on augmented audio datasets improve with the growing size of the dataset. These results display the value of additional diffusion-generated samples as a form of data augmentation.

### 13.6 Diffusion As Denoiser for better robustness

Randomized smoothing is a certified defense that converts any given classifier \( f \) into a new smoothed classifier \( g \) that is characterized by a non-linear Lipschitz property [CRK19]. When queried at a point \( x \), the smoothed classifier \( g \) outputs the class that is most likely to be returned by \( f \) under isotropic Gaussian perturbations of its inputs.

\[ g(x) = \arg \max_{c \in Y} P[f(x + \delta) = c] \quad \text{where} \quad \delta \sim \mathcal{N}(0, \sigma^2 I). \quad (13.6) \]

As we briefly covered in Chapter 12, Randomized Smoothing procedure is as follows: suppose that when the base classifier \( f \) classifies \( N(x, \sigma^2 I) \), the class \( c_A \) is returned with
probability $p_A = \mathbb{P}[f(x+\delta) = c_A]$, and the “runner-up” class $c_B$ is returned with probability $p_B = \max_{c \neq c_A} \mathbb{P}[f(x+\delta) = c]$. The smoothed classifier $g$ is robust around $x$ within the radius

$$R = \frac{\sigma}{2} \left( \Phi^{-1}(p_A) - \Phi^{-1}(p_B) \right), \quad (13.7)$$

where $\Phi^{-1}$ is the inverse of the standard Gaussian CDF. When $f$ is a deep neural network, computing $p_A$ and $p_B$ accurately is not practical. To alleviate this problem, [CRK19] used Monte Carlo sampling to estimate some $\hat{p}_A$ and $\hat{p}_B$ such that $p_A \leq \hat{p}_A$ and $p_B \geq \hat{p}_B$ with arbitrarily high probability. The certified radius is then computed by replacing $p_A, p_B$ with $\hat{p}_A, \hat{p}_B$.

Denoised smoothing [Sal+20] is an instantiation of randomized smoothing [CRK19], where the base classifier $f$ is composed of a denoiser $\text{denoise}$ followed by a standard classifier $f_{\text{clf}}$:

$$f(x+\delta) := f_{\text{clf}}(\text{denoise}(x+\delta)). \quad (13.8)$$

Given a very good denoiser (i.e., $\text{denoise}(x+\delta) \approx x$ with high probability for $\delta \sim \mathcal{N}(0, \sigma^2 I)$), we can expect the base classifier’s accuracy on noisy images to be similar to the clean accuracy of the standard classifier $f_{\text{clf}}$. [Sal+20] instantiate their denoised smoothing technique by training custom denoiser models with Gaussian noise augmentation, combined with off-the-shelf pre-trained classifiers.

Given these contexts, our audio-journey diffusion model can easily play the role of this good denoiser, similar to what was covered in [CTK+22]. The entire denoising smoothing as a defense for noise/ adversarial noise is shown in Figure 13.4. This way of leveraging pre-trained diffusion models are appearing to be a very promising strategy in speech enhancement [Kon+20; Lu+22], although without a robust certificate. Inspired by [Ban+22], we identified a striking similarity between the cold-diffusion paradigm versus our AudioMAE as covered in Chapter 7. Instead of using Gaussian noise, our AudioMAE uses a random masking strategy developed in Chapter 7, this is perfectly inline with the definition of Cold Diffusion [Ban+22], with AudioMAE being a special case of 1-stepped cold diffusion. We expect this masking to mimic signal packet drop in network communication.

$$\min_{\theta} \mathbb{E}_{x \sim X} \|R_{\theta}(D(x, t), t) - x\|_k \quad (13.9)$$

where $x$ denotes a random image sampled from distribution $X$ and $\| \cdot \|$ denotes a norm. $R_{\theta}$ is a restoration operator that inversely (or approximately inversely) applies $D$. This operator possesses the property that $R(x_t, t) \approx x_0$. Given an image $x_0 \in \mathbb{R}^N$, we denote the degradation of $x_0$ by operator $D$ with severity $t$ as $x_t = D(x_0, t)$. The output distribution $D(x_0, t)$ of the degradation should be a continuous function of $t$, and the operator should satisfy the condition $D(x_0, 0) = x_0$. Following this definition, we can see that our AudioMAE is a cold-diffusion special case where our $t = 1$. 

---
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13.7 Experiment and Results

Datasets:
We follow the same setup of AudioSet as Chapter 12. The primary differentiating factor between our method and those of other SOTA audio generation papers is our limited dataset. We trained our model exclusively on AudioSet without Alpaca-generated captions. These results show the impressive capabilities of generation inside the latent space of the Encodec \cite{Déf+22} model and our Alpaca captions.

As is noted in Chapter 6, we paid special attention to not over-sample majority classes by using a specialized cutMix \cite{Yun+19} strategy sampling from the class distribution (multinomial). Since we could not merge captions with probability, we concatenate the captions using the keyword “followed by”, and only allow mixing each weakly labeled with other strongly-labeled segments. This strategy significantly boosts data quality. On the other hand, we find that the naive mixup\cite{Zha+18} strategy notably impairs generation performance. The process of mixing up samples creates noisy instances, leading the model to potentially learn unintelligible sounds.

Classification Accuracy after Diffusion Augmentation: Table 13.3 lists classifier performance when trained on our diffusion-augmented datasets showing a clear image that additional samples generated with diffusion measurably improve classifier accuracy. Due to the large number of parameters of AST, it struggles to train from scratch, diffusion augmentation visibly alleviated this training difficulty and complemented pretraining. The most significant improvement comes from augmenting AudioSet-20K with an extra 20K generated samples, and the benefits slowly attenuate with more examples. Nonetheless, it does yield measurable improvements when used as augmentation, especially when used in conjunction with other augmentation methods. As is shown in Figure 13.5. We see more clearly the class-wise mAP changes based on our CNNtrans model trained on a balanced AS-20k dataset. As we can see, diffusion data cannot entirely replace ground
Table 13.3: All datasets, other than AS-20k and AS-2M, are based from AS-20k with diffusion augmentation to add samples, details in section § 13.4 "G" symbol indicates it’s synthetic. The metric is mean average precision (mAP). For pretraining (PT) dataset, AS:AudioSet, and IM:ImageNet. For augmentation (aug), mx+sp:mixup[Zha+18] and SpecAug[Par+19]. Generation model and classification accuracy for each augmented dataset showing the improvements measured from diffusion as augmentation. Dataset AS-20kG consists exclusively of generated samples with 0 real samples from AudioSet. Our TALtrans Model (CNN+T: CNN+Transformer) has 12.1M params, and our AST model (DeiT/ViT-B) has 88M params.

Table 13.4 presents interesting quantitative comparisons between our models and previous SOTA models. We performed our evaluation similarly to AudioLDM [Liu+23]; first, we extracted all captions from the AudioCaps [Kim+19] test set and generated samples based on each of these captions. We then compare FD scores against the ground truth audio from the AudioCaps [Kim+19] test set for each model, IS and KL scores are similarly

truth data, as demonstrated by the inferior scores for AS-20kG, and naive text-to-image, using Textual-inversion [Tra+23] completely closes and even surpasses the performance gap. We could also see a clear boost in class-wise mAP by mixing real data together with synthetic data. It is interesting to see that we could improve the accuracy of stubbornly low-performing classes, as is shown in Fig 13.5e, however, this is at the cost of trading off performance for other classes. This echoes our advocation for evaluation of class-wise robustness in chapter 10.

**Generation Quality:**

Table 13.4 presents interesting quantitative comparisons between our models and previous SOTA models. We performed our evaluation similarly to AudioLDM [Liu+23]; first, we extracted all captions from the AudioCaps [Kim+19] test set and generated samples based on each of these captions. We then compare FD scores against the ground truth audio from the AudioCaps [Kim+19] test set for each model, IS and KL scores are similarly
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(a) AS20k real data VS 20k synthetic data (naive text-to-audio)

(b) AS20k VS 20k synthetic data using textual inversion [Tra+23]

(c) AS20k (real) VS AS20k+20k (real+synthetic)

(d) AS20k (real) VS AS20k+20k (real+synthetic) VS AS20k+40k (real+synthetic)

(e) AS20k (real) VS AS20k+20k (real+synthetic) oversampling lowest performing 100 classes

Figure 13.5: Blue line is the class-wise mAP of CNNtrans model trained on AS-20k balanced set, class-ids sorted by performance. versus classifiers trained on pure synthetic data or real+synthetic data.
Table 13.4: These models are scored on frechet distance (FD), inception score (IS), and kullback–Leibler divergence (KL). Our scores are computed by comparison against AudioCaps [Kim+19] test set explained further in § 13.7. Scores for DiffSound, AudioGen, and AudioLDM are from [Liu+23].

<table>
<thead>
<tr>
<th>Model</th>
<th>Datasets</th>
<th>Text</th>
<th>Params</th>
<th>FD</th>
<th>IS</th>
<th>KL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiffSound [Yan+23]</td>
<td>AS+AC</td>
<td>✓</td>
<td>400M</td>
<td>47.68</td>
<td>4.01</td>
<td>7.76</td>
</tr>
<tr>
<td>AudioGen [Kre+22]</td>
<td>AS+AC+8</td>
<td>✓</td>
<td>285M</td>
<td>-</td>
<td>-</td>
<td>2.09</td>
</tr>
<tr>
<td>AudioLDM-L-Full [Liu+23]</td>
<td>AS+AC+2</td>
<td>×</td>
<td>739M</td>
<td>23.32</td>
<td>8.13</td>
<td>1.59</td>
</tr>
<tr>
<td>Audio Journey-CLAP</td>
<td>AS</td>
<td>✓</td>
<td>861M</td>
<td>67.6</td>
<td>1.63±.02</td>
<td>0.127</td>
</tr>
<tr>
<td>Audio Journey-CLAP-masked</td>
<td>AS</td>
<td>✓</td>
<td>861M</td>
<td>55.5</td>
<td>1.64±.02</td>
<td>0.134</td>
</tr>
<tr>
<td>Audio Journey-T5-masked</td>
<td>AS</td>
<td>✓</td>
<td>861M</td>
<td>13.14</td>
<td>1.64±.03</td>
<td>0.209</td>
</tr>
<tr>
<td>Audio Journey-T5</td>
<td>AS</td>
<td>✓</td>
<td>861M</td>
<td>12.09</td>
<td>1.64±.02</td>
<td>0.259</td>
</tr>
</tbody>
</table>

measured. This shows two noteworthy trends: first, our generative model holds up to current SOTA models despite training exclusively on AudioSet with Alpaca-generated captions, whereas previous SOTA works include multiple other datasets. Second, the inverse trends of our FD versus KL scores imply a trade-off between quality and diversity. This intuition is reflected in the models with said scores. CLAP model’s superior KL scores are a reflection of the similarity between CLAP and CLIP, which these models were pretrained on. The T5-based model’s superior FD scores imply T5 assists in generation more than CLAP despite lower variance.

**Classification Accuracy after Diffusion Denoising:** Using the precise robustness metrics outlined in Chapter 12, we evaluate the impact of our diffusion-denoising process on robustness. Note here, we adopt the same one-shot denoising strategy as is used in [CTK+22], as we also observe degraded performance with more denoising steps as the diffusion model tends to hallucinate more with more denoising steps. We also trained a model with Gaussian noise added following Randomized smoothing [CRK19] as the comparison for defense. The specific results are shown in Figure 13.6. Overall, the different diffusion-denoising strategies offer a non-trivial amount of protection versus baseline with no defense. Notably, raw-wave diffusion offers the best protection against Gaussian noise and adversarial perturbation. MAE-denoising, despite offering not much protection under Gaussian noise or adversarial perturbation, shows a strong capability to defend against occlusion. LDM-denoising is much better than MAE-denoise in defending against Gaussian
and adversarial noise but underperforms RS, showing us that the domain mismatching from Latent to Wav would decrease the denoising capability of diffusion models. Overall, these results show a clear trend that whatever noise the diffusion model is trained with, it would be best at defending.
Figure 13.6: Diffusion Denoising’s protection against different kinds of common corruption as listed in Chapter 12. Here RS- Randomized smoothing baseline, AJ-denoise corresponds to Fig13.4’s middle pipeline wav-to-wav denoise; MAE-denoise corresponds to Fig13.4’s lower pipeline Mel-to-Mel denoise; LDM-denoise corresponds to Fig13.4’s upper pipeline Latent-to-Latent denoise;
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Thesis Conclusion and Contribution

To sum up, Chapters 2,3,4 listed our findings about how to make CNN-family models perform well on the AED (audio-only) task:

1. Deep learning performs better with larger features (9% gain) on the DCASE2016 dataset [MHV16b], as observed in Chapter 2.3;

2. Fully Convolution layers beat Fully Connected layers with more accuracy (+2%), and are more +95% efficient to train on the UrbanSound8k [SJB14a] dataset. This is covered in the discussion about Table 3.5 in Chapter 3;

3. Choosing the proper kernel size is essential for raw wave input. As evidenced in § 3.4, a deeper network is not always better;

4. Normalization is crucial for training deep CNNs, this is observed in Table.3.6;

5. Weak labels can be tackled with pooling functions, and max pooling tends to be the least ideal one, as is evident in a comparison of several pooling functions in § 4.2.2 using AudioSet and DCASE2017[WLM18] subset.

Our findings on smaller datasets (DCASE 2016,2017) were published at ICASSP 2017 and InterSpeech 2018: [Li+17; Dai+17; Tse+18] The study done on a larger-scale dataset was published at ICASSP 2019 [WLM19].

Chapter 6,7 documented our comprehensive studies on the Transformer-family models on the AED (audio-only) tasks, and how they perform against CNNs in performance. All our findings in these 2 chapters are observed for models trained on AudioSet [Gem+17b]:

Key findings are emphasized with bold fonts for ease of identification. For enhanced readability, the list of publications, which was initially presented in Chapter 1, is reiterated here in small font.
1. Smaller features only lose 2% VS. large features, but are 6x more efficient to train. This efficiency is clearly demonstrated through our extensive empirical comparison detailed in §6.4, which could help researchers/practitioners speed up their test cycle significantly;

2. Models with local+global information strike a balance between accuracy and efficiency. This is demonstrated by the competitive performance shown by CNN+Transformers, and CRNNs in Table 6.2 with fewer parameters. Also, it is evident in the discussion around Figure 7.3 showing how SwinTransformer [Liu+21](local+global attention) is less prone to create "ghost samples" compared to ViT(global attention).

3. Transformer family models have more number of parameters VS. CNN family models, and are more difficult/computationally expensive/ to train, and they are more sensitive to hyper-parameters, as is observed in results in Table 6.2.

4. Pretraining is not always necessary, its effect is mainly to warm start the training of a model. It is only necessary for heavily-parameterized models in our experiments. This is discussed in §6.5;

5. Modern training techniques e.g. (large batch size, LR decay, etc) very crucial for high accuracy, Learning Rate is the most crucial hyper-parameter, as is detailed in §6.6;

6. Data augmentation and balancing techniques are shown to be always helpful which on average brings about 2% performance gain, as is discussed in §6.7;

7. Self-supervised learning is demonstrating its potential to replace supervised learning, particularly in its promising ability to scale to larger, unlabeled datasets. In the context of audio self-supervised learning (SSL), reconstruction has empirically proven to be an effective pretext task, showcasing strong performance. As is shown in Table 7.2, AudioMAE is the best-performing model currently.

8. Since CNNs have limitations like 0-mask error, whereas Transformers are more versatile, we are seeing that the Transformer family is eclipsing CNNs in the SSL paradigm, as is discussed in §7.3.

Our findings about the Transformer families were published at InterSpeech 2022 [LQM+22] and NeurIPS 2022 [Poy+22].

Chapter 5 conducted on DCASE2017[Li+18] dataset addresses the question of whether incorporating visual cues could enhance the accuracy of an audio-only pipeline. The findings indicate that the inclusion of visual information doesn’t invariably contribute to improved performance. Rather, its usefulness is primarily seen in visually dominant tasks, and in certain cases, it might even negatively impact performance.
These research findings were published in ICASSP 2018 [Li+18].
All the chapters above provide a comprehensive study of the best practice for building an AED system that performs well focusing on mostly audio-only systems, and thus fulfills the first goal of the thesis, concluding Part I.

Chapter 8 showed real-world threats from adversarial perturbation in both audio and visual modalities without the need of tampering with the subject of interest. These findings were published at ICML 2019 [LSK19] and NeurIPS 2019 [Li+19].

The aforementioned factors significantly inspired the second objective of this thesis, which seeks to delve into the robustness of machine learning systems within both unimodal and multimodal contexts.

Chapter 9 showed how fusing audio could enable us to build a more robust joint-embedding space (3% gain VS. no-audio), as is evident in Table 9.1 for the VTT model on the MSR-VTT dataset [Xu+16]. This chapter also shows how we could improve multimodal fusion by modifying the pairwise ranking loss (1% on MSRVTT and 30% gain on MSVD). §9.4.3.

Our findings were published at ICMR 2018 (Best Paper Award) [Mit+18a] and IJMIR 2019 [Mit+19].

Chapter 10,11 is based on multimodal systems (audio+visual), and delves into finding the key factors of robustness for multimodal systems, our findings include:

1. **Multimodal** Models are not necessarily more robust, as is theoretically proved in § B.1, and is also empirically shown in §11.7.3.

2. **Prominent factors** that affect adversarial robustness: Late fusion is more robust than Early Fusion (§10.5.1); More training data makes the trained model more robust, and more structures in the data(sound) class makes the class more robust;(§10.5.4); lower frequency bands contribute more to robustness in sounds (§10.5.2);

3. Our proposed **density and convexity** metric could effectively measure the robustness of models on a certain class of data, as is evident in the linear correlation in Figure 11.4 and the discussion around it. While the majority of existing research primarily concentrates on point-wise robustness, our work trailblazes the exploration into classwise robustness;

4. We showed density and convexity-driven **mixup as a cheaper and effective alternative** to adversarial training (AT), as it can offer comparable protection against attack and is cheaper than AT, as detailed in §11.7.3.

These findings were published at ICASSP 2021 [Li+21] and ICASSP 2022 [Li+22b] (Best Student Paper Award).
Chapter 12 discussed the relationship between models’ noise robustness under common corruption versus adversarial robustness, where we find:

1. **ViT architecture is comparatively more robust** compared to 3 other CNN-based architectures against both colored and adversarial noises. This is shown in § 12.2, as is discussed in § 12.2.1 This is possibly due to their finer-grain learning units and global receptive field versus CNN’s fixed and limited receptive field size.

2. Our sharpness measurements indicate that while possessing flatter sharp minima tends to be a common trait among robust models, it isn’t a sufficient condition for robustness. It is currently **not feasible** to make a fair comparison across architectures based on $\epsilon$-sharpness or $\lambda_{\text{max}}$, as detailed in § 12.4.

3. Robustness against different types of noises might vary for the same architecture, **adversarial robustness does not guarantee** overall robustness against all types of noise, suggesting that we need to account for the most pragmatic threat model in practice. (§ 12.3)

The preprint of this work is at [LQM22], and will be submitted to incoming conferences in 2023.

Realizing the current limitation of the definition of robustness and the limitation of existing robustness methods, in Part III, Chapter 13 illustrates the potential of diffusion models as a **data augmentation** and **denoising** tool to strengthen off-the-shelf classifiers’ robustness against noise.

1. We demonstrated that when classifiers are trained on diffusion-synthesized data, their performance improves. The **enhanced performance** of classifiers trained on data generated by the diffusion model confirmed the effectiveness of these models as beneficial tools for boosting audio classifier performance, as is evidenced in § 13.5 where we use AudioSet trained Diffusion model to augment audio dataset. This validation could stimulate further efforts toward augmenting audio datasets.

2. We also showed that diffusion models, as off-the-shelf tools to denoise noisy audio, would serve as a strong defense against different kinds of common corruptions in audio, the **protection level varies depending on the type of noise** the diffusion model was trained on. Results in § 13.6 showed 3 different types of diffusion models trained with different noise and their varying capability to defend against the 3 common corruptions following the denoised smoothing [Sal+20] paradigm studied in Chapter 12.
This work is accepted at ICML2023 ESFoMo workshop[Li+23b], and is also in submission to NeurIPS 2023, and is open-sourced.²

All the above contributions conclude this thesis.

²https://audiojourney.github.io/
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Future Work

The progression of this thesis has led to the emergence of several promising avenues for exploration.

**Better performing Mixture of Expert Models for Audio** The confusion matrix of the model shown in Chapter 12 indicates that high-performance models do not make rudimentary mistakes, this suggests the promising design choice is to design a mixture of expert models. Namely, we could develop music experts, and animal sound expert models to further exploit the ontology presented in AudioSet.

**Scale invariant/global metric for Sharpness** As identified in Chapter 12, our calculation of sharpness scores might have not been meaningful due to the scaling difference across architectures. A fair metric of sharpness defined across architecture would be of vast value.

**More general definition of Robustness** In this thesis, as we stated in Chapter 1, we mostly focused on the problem of input robustness. In the real world, as we also showed in Fig.fig:robustness, robustness is a much broader concept. Among those other categories of robustness, task robustness, i.e. output robustness is an extremely important aspect for us to study. Currently, works that study output robustness mostly report their empirical observations on the specific task, and the field has not seen a unified framework for input robustness. When studying input robustness, we usually only need to focus on the encoder side of the model, and the theory could support this relatively simple setup. On the contrary, when analyzing output robustness, the results can be affected by not only the representation of the input but would get more influence by the decoding side. In sequence prediction tasks like ASR or speech-to-speech translation, for example, factors including but not limited to decoder architecture, lattice design, and regularization would all impact output robustness. It would be extremely complicated if not impossible to ablate the most influential factor when the model is connected to another pre-trained language model. Given the complexity of analyzing output robustness, we see a huge potential and urgency to develop a standard framework to modularize decoders and quantify their
individual impact on robustness.

**Multitask Audio Foundational Model:** In other domains, especially in the NLP domain, multitask training paradigm brought about foundational models like T5\[Raf+20\] that could do well on a variety of tasks. However, we do not have such models yet in the audio domain. This again is a chicken-and-egg problem, due to the limited size of data we have in the audio domain. To make such a model, we should look at related datasets for audio and potentially explore the usage of external LLMs that were trained on out-of-domain but similar data. For instance, we could explore using music, and speech datasets to mix with audio and experiment with multitask learning.

**Diffusion model as foundation models for Audio:** In Part I of the thesis, we revisited the evolution of models from CNNs to Transformers, and from the supervised training paradigm to the self-supervised paradigm, but still, we are bounded by the very limited size of data in audio. In Part II, we foresee the limited adoption of traditional robust training methods due to their prohibitive cost associated with growing model size and data size. In Chapter 13, diffusion models exhibited promising capabilities in terms of both data augmentation and denoising. Its capacity for data augmentation can enhance the diversity and volume of training data for audio classification. By generating synthetic samples that retain essential properties of the original data, a diffusion model can significantly improve the learning process and generalization performance of audio classification models.

Additionally, the denoising ability of diffusion models is particularly valuable for audio classification. In real-world scenarios, audio data is often corrupted with various types of noise, including background noise, equipment noise, or signal interference. These types of noise can significantly degrade the performance of classification models. By applying a diffusion model to the data, we can effectively reduce or eliminate such noise, thereby enhancing the quality of the input data and consequently the reliability of the classification results.

These benefits of diffusion models seem to be perfect candidates to address the challenges we identified in Part I and Part II of the thesis. A promising direction is to combine/unify data augmentation and noise reduction capabilities of diffusion models, this could potentially be achieved through building specific sampling algorithms geared towards denoising purposes (but maintaining fidelity to the class) instead of simple reconstruction. Along this line, another promising direction is to introduce more specific control/conditioning signals to allow for more accurate intervention to achieve the desired augmentation or denoising results. Specifically, we could potentially look into training diffusion models using the expectation of transformation instead of using Gaussian noise alone, which potentially could let us attain a model that can denoise common distortion and augment data by adding common distortions at the same time.

However, canonical Diffusion models trained with Gaussian noise might not be a silver bullet yet, it still has issues including but not limited to, e.g. 1) the slow-sampling process: DDPM \[HJA20\] variant sampling methods still need multiple steps to approximate the
noising process. Diffusion is still comparatively slower than GAN if it were to generate the same quality. 2) Diffusion lacks interpretability, which is a problem that plagues all generative models. Recently, we see a huge potential in unifying the concepts of Cold Diffusion[Ban+22] with MAE[Poy+22] which could be a candidate for a one-step diffusion model. On the other hand, exploiting more domain-motivated conditioning signals for diffusion models and analyzing the cross-attention could potentially aid interpretability.
Appendix A

Appendix for Chapter 6

A.1 Quantization:

We investigated the effectiveness of quantization for the VGG and MobileNet families by quantizing VGG19_bn and DSCNN respectively. There are two main strategies for quantizing neural architectures: Quantization Aware Training (QAT) and Post Training Quantization (PTQ) [Kri+20]. QAT requires retraining, which is sometimes impractical without the model’s original training data and can be computationally expensive. Since PTQ is post-hoc quantization, it would be the more feasible option for developers lacking resources or necessary NAS skill sets. For these reasons, we chose to study PTQ as a complement to the previous QAT study in wake-word detection [PRP22]. We implemented quantization using PyTorch’s open-source quantization library. However, it only has full support for CPU [Con22]. The results of using PyTorch Eager Quantization for static PTQ to quantize VGG19_bn and DSCNN from float32 to int8 are shown in Table A.1.

<table>
<thead>
<tr>
<th>Quantized int8 models on CPU (Raspberry Pi 4B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>VGG19_bn</td>
</tr>
<tr>
<td>DSCNN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Unquantized float32 models on CPU (Raspberry Pi 4B) from Table 6.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>VGG19_bn</td>
</tr>
<tr>
<td>DSCNN</td>
</tr>
</tbody>
</table>

Table A.1: Quantized Model Performance, VGG19_bn, DSCNN are identical to Rybakov et al. [Ryb+20]
For both models, we found that quantization improved latency without harming F1 scores relative to unquantized models (Table A.1). This suggests that PTQ is indeed a valuable strategy for developers seeking to increase model efficiency or to deploy architectures on edge devices.

However, we also noticed that the latency speedup for both models (2.3 times and 1.31 times, from Fig. A.1) were lower than the maximum speedup that could be achieved theoretically from float32 to int8 (4 times). Convolution’s interaction with caches provides one possible explanation. As shown in Section 6.9.1, convolution is a component with heavy computation and may lead to frequent reloading of model weights into caches. After quantization, model weights would not need to be loaded into the cache as frequently since some weights which were different with 32-bit precision would be the same when quantized to 8-bit precision. In contrast, components with lighter computation complexity like DSCNN and MBConv blocks sequentially apply convolution one channel at a time, which decreases how often data would need to be reloaded into the cache. Since there is less reloading to begin with, they would benefit less from quantization than VGG19_bn.

However, DSCNN is better for the overall latency despite receiving less speedup from quantization when compared to VGG19_bn.

Tables:

*The THOP library could not measure FLOPS for the Multi-Head Attention layer since it is implemented using the einops library. We are currently finding another way to measure FLOPS for this layer.

Figure A.1: Quantized vs. Unquantized Latency in ms on CPU Quantized Model Performance, VGG19_bn, DSCNN are identical to Rybakov et al. [Ryb+20]
A.2 Training Details:

All models were trained using our open-source code, which can be found at https://github.com/Wakeword2023/EsFoMo2023. The models were trained on the Google Speech Commands train dataset [War18] for the keyword ‘Sheila.’ The Speech Commands dataset contains 1372 utterances of the keyword. Before training, we augmented the dataset by applying transformations to the keyword utterances. Five copies of each transformed keyword utterance were put into the training dataset. In total, this gave us 6860 keyword utterances. We added 16558 non-keyword audio files to the training dataset, 712 of which were silence and 15846 of which contained randomly chosen non-keyword utterances from the Speech Commands dataset, which underwent the same transformations as the keyword utterances. The valid dataset was computed by applying transformations to audio files in the Speech Commands valid dataset for the keyword ‘Sheila’. Only one copy of each transformed keyword utterance was added to the valid dataset, for a total of 188 valid keyword utterances. We added 620 non-keyword audio files to the valid dataset, 18 of which were silence and 602 of which contained randomly chosen non-keyword utterances from the Speech Commands dataset, which underwent the same transformations as the keyword utterances. We used the same training hyperparameters for all models except the Transformer, for which we referenced the training parameters described in [BOC21]. Table A.4 provides a breakdown of the training hyperparameters.

A.2.1 Digital Test Details:

Digital testing was conducted by inputting audio samples into the model and comparing the model’s predictions with the samples’ labels. The test dataset was computed by applying transformations to audio files in the Speech Commands test dataset for the keyword ‘Sheila’. Only one copy of each transformed keyword utterance was added to the test dataset, for a total of 188 test keyword utterances. We added 465 non-keyword audio files to the test dataset, 18 of which were silence and 447 of which contained randomly chosen non-keyword utterances from the Speech Commands dataset, which underwent the same transformations as the keyword utterances. The F1 score resulting from digital testing on the test dataset is the ‘Digital F1’ score that appears in Table A.2.

A.2.2 Over-the-air Test Details:

As described in Table 6.5, for each model five over-the-air trials were conducted both on GPU and on CPU. The audio was recorded and processed in 1-second chunks during each over-the-air trial. Each trial lasted 20 seconds, yielding 20 audio chunks. Immediately after being recorded, the 1-second chunk was downsampled to 16kHZ and converted into a logMel spectrogram before being sent as input to the classifier. While there are
several available approaches to wake-word detection [Mit+20; Wan+21; Ryb+20; Cou+19], it has been shown that audio preprocessing using logMel spectrograms yields the best performance [PRP22], and so this is the approach that we followed. After classification, the model’s prediction for whether the wake-word was present in that chunk was printed to the console. Subjects uttered a phrase including the wake-word ten times per trial and manually determined each model’s prediction accuracy. This data was used to compute an average over-the-air F1 score for each model by

\[
\text{Average} = \frac{1}{|S|} \sum_s \frac{1}{|T|} \sum_t \frac{\text{TP}_t}{\text{TP}_t + \frac{1}{2}(\text{FP}_t + \text{FN}_t)}
\]

where \(s \in S\) is a unique subject and \(t \in T\) is a unique trial. For each trial, latency was calculated as the time between a model receiving input and returning its corresponding prediction.

### A.3 FLOPS Count & Hooks:

We measured the total floating point operations per second (FLOPS) and parameter count for each model using the THOP library [Zhu22]’s profiler. Since THOP measures MACS, we used the widely accepted estimation \(\text{FLOPS} = \text{MACS} \times 2\). In addition, timing functionality was added to each model in order to find the runtime for individual layers. PyTorch forward hooks collected and logged the timing results for all layers. We timed the following layers: Conv2d, Batchnorm2d, ReLU, Maxpool2d, Avgpool2d/AdaptiveAvgpool2d, Dropout, Linear, LayerNorm, and GELU. Avgpool2d and AdaptiveAvgpool2d were treated as the same layer for conciseness of presentation in Table A.2. We did not time Sigmoid, Softmax, or Swish/MemoryEfficientSwish layers. Finally, we modified the THOP library’s profiler to log MACS for individual layers by having its dfs_count function keep track of MACS for individual leaf-node layers in the model graph. THOP automatically zeroes the MACS for Dropout, ReLU, GELU, LayerNorm, Sigmoid, Softmax, and Swish/MemoryEfficientSwish layers.

#### A.3.1 Batch Normalization Additional Analysis:

The effects of Batch Normalization’s limited parallelizability are visible in Table A.2, where BN layers accounted for the most computation on GPU but not on CPU for three out of the six models. Since BN layers receive less relative GPU acceleration than convolution, it follows that its GPU and CPU latencies will be less disparate. The only model to see PAR for convolution layers decrease moving from GPU to CPU was EfficientNet_b1, the smallest model among those tested (Table A.2). This occurred in conjunction with an increase of time spent in BN layers, suggesting that EfficientNet_b1 has few enough parameters for convolution to be relatively low cost. This indicates that while most of the computation cost in these models comes from convolution, the cost of batch normalization is non-negligible and should be considered in model selection.
A.3.2 Images versus Audio Non-Transferability:

The results of Table 6.5 show that EfficientNet_b1 [TL19] and EfficientNet_b7 [TL19], optimized on both accuracy and FLOPS for computer vision tasks, do not transfer the same accuracy versus latency tradeoff to the audio wake-word task. Compared to DSCNN (MobileNet based architecture) [Ryb+20], EfficientNetV1 architectures have better accuracy but inferior latency. DSCNN precedes EfficientNetV1 and EfficientNetV2, which were trained using NAS (Neural Architecture Search) on CIFAR or other vision datasets. That DSCNN outperforms its successors in the wake-word detection task should motivate future works to train CNN-based audio models jointly optimized for FLOPS and accuracy.

A.3.3 Calculations:

For all models except Transformer, we broke model layers into seven categories: Conv2d, BatchNorm2d, ReLU, MaxPool2d, Linear, Dropout, and AveragePool2d. The AveragePool2d category represented both AveragePool2d and AdaptiveAveragePool2d layers. For Transformer, we broke model layers into x categories: Multi-Head Attention, Linear, LayerNorm, and GELU. For each trial, a model’s layers were first sorted into these categories regardless of parameters. The aggregate runtime and run count were calculated for each category by summing the individual runtimes of layers in the same category, and by counting every time a layer of a specific category was run. Finally, aggregate FLOPS per category were calculated using the results from the THOP library, summing the FLOPS per layer for layers in the same category. After finding aggregate runtime, run count, and FLOPS per category for each trial, these values were averaged across all trials, as summarized by the following equations, where $t$ is trials, $n_t$ is the $n$th (and last) layer to run in trial $t$, $c$ is a layer category, $r_c$ is average runtime for category $c$, $k_c$ is average run count for category $c$, and $m_c$ is average FLOPS for category $c$:

$$ r_c = \frac{1}{5} \sum_{t=1}^{5} \sum_{l=1}^{n_t} \text{runtime}(l) \left\{ l \in C \right\} $$

$$ k_c = \frac{1}{5} \sum_{t=1}^{5} \sum_{l=1}^{n_t} \{ l \in C \} $$

$$ m_c = \frac{1}{5} \sum_{t=1}^{5} \sum_{l=1}^{n_t} \text{FLOPS}(l) \left\{ l \in C \right\} $$

A.4 Quantization Details:

We quantized both VGG19_bn and DSCNN using PyTorch Eager Mode quantization [Con22]. For DSCNN, we adapted our existing code for quantization following the
‘Model Architecture’ and ‘Post-training Static Quantization’ steps in the available tutorial at https://pytorch.org/tutorials/advanced/static_quantization_tutorial.html. For VGG19_bn, we used similar code following the ‘Post-training Static Quantization’ step in this tutorial. Both models were quantized from float32 to int8. Our quantization implementation is available in our repository. Both of these models were neither difficult nor time-consuming to quantize with the publicly available PyTorch tutorial, and the effects of quantization on latency (Table A.1) were readily apparent during testing.

The Post-Training Quantization Landscape: After quantizing VGG19_bn and DSCNN as representatives of the CNN family (VGG19_bn, ResNet50) and the DSCNN family (DSCNN, EfficientNet, EfficientNetV2), we sought to quantize the other models we examined in order to provide more detailed, granular analyses of quantization for these models. However, it soon became apparent that this is not as simple as using the widely available tools for PTQ.

Pytorch Eager Mode Quantization [Con22]: Pytorch Eager Mode quantization is still in beta. We successfully used it to quantize VGG19_bn and DSCNN, following PyTorch tutorials. It is not always very simple to use: bugs can be particularly confusing, and documentation is somewhat sparse. Nonetheless, it was far and away the best PTQ library that we experimented with, and it is the library that we plan on using in the future as we work on quantizing the rest of the models examined in this thesis.

PyTorch FX Graph Mode Quantization [Con22]: PyTorch introduced this mode of quantization, which is currently a prototype, as a simpler and more automatic alternative to PyTorch Eager Mode quantization. We found that it was more difficult to use than PyTorch Eager Mode quantization for VGG19_bn and DSCNN, both of which were already symbolically traceable. We could not get either of them to work within a reasonable amount of time following the official PyTorch FX quantization tutorials. Likewise, some of our other models like Transformer rely heavily on libraries and operations which PyTorch FX Graph Mode cannot quantize. To quantize our Transformer implementation using PyTorch FX Graph Mode, we would have to rewrite it entirely, which goes against the goal of the PyTorch FX library.

TorchQuant Library and the PTQ landscape: We also investigated third-party quantization libraries that advertised PTQ capabilities. In particular, we focused on the TorchQuant library [TAL21] which is geared towards quantization researchers, and has both QAT and PTQ modes. It also has fused implementations of EfficientNet, MobileNet, and ResNet designed to work with its own model of quantization. Without too much trouble, we were able to successfully integrate our own model implementations and input with the TorchQuant fused models and quantization. However we discovered that TorchQuant cannot actually do PTQ since it is not integrated with the PyTorch native ATen library. Given the instruction to quantize weights to eight bits, TorchQuant’s quantization takes the float32 weights and zeroes out all information beyond eight bits. However, the weights remain in float32 format. This kind of ‘simulated quantization’ works well for QAT, and
allows researchers to investigate how quantization impacts model accuracy without worrying about how it interacts with the PyTorch backend. But the goal of PTQ is to actually quantize the weights sent to the device to a smaller data representation in order to study the efficiency as well as the accuracy of quantized models, and the TorchQuant library cannot achieve this.

**Takeaways:** Because PTQ requires interaction with lower-level PyTorch, it is extremely challenging to do PTQ using PyTorch without using PyTorch’s own quantization library. For this reason, current open-source options for PTQ are very limited, which creates challenges for developers. Part of the reason we chose to investigate PTQ rather than QAT was that we perceived it to be more practical: both because it doesn’t require the computing power and technical background necessary to train a model as QAT does, and because it has a direct impact on a model’s efficiency in addition to its theoretical accuracy. For researchers and developers looking to run neural networks on edge, PTQ could be a way to improve the efficiency of ‘off-the-shelf’ pre-trained models. Yet as we discovered, PTQ is more difficult than QAT, and although PyTorch’s quantization libraries are not fully developed, there are few alternatives. The open-source tools available for implementing PTQ do not live up to their potential.

**Future Work:** We are still working on quantization for the other models we examined. In particular, there are several promising open-source fused transformer implementations that are designed to work with PyTorch eager quantization. We will update our repository as we quantize more models.

### A.5 Hardware and Software:

In all of our experiments, our GPU was a 2020 13-inch MacBook Pro with an Apple M1 chip running macOS Ventura 13.1. We chose to use an M1 Mac since it has support through PyTorch MPS, and because it is a good example of a common, fairly portable GPU. Our CPU in all experiments was a Raspberry Pi 4B running 64-bit Raspberry Pi OS with Desktop, Debian version 11 (bullseye). We chose Raspberry Pi 4B as our CPU in this work because it is a common, open-source, portable CPU, and it is cheaper than many other CPU examples and thus more financially feasible for researchers and developers. The Raspberry Pi does not come with a built-in microphone, so we equipped it with the Seeed ReSpeaker 4-Mic Array for Raspberry Pi for all of our experiments. While the PyTorch device can be set to CPU on M1 Mac, we chose not to use it because it is not a good representative of a typical CPU. A 13-inch M1 MacBook Pro has eight cores and eight threads [Cm23], some of which are optimized for performance and others which are optimized for efficiency [Kos21]. This means that the M1 Mac CPU has greater potential for parallelization and can sometimes behave more like a GPU, as shown in Table A.5. We ran tests to obtain over-the-air latencies for all of our models, finding that parallelizable models (CNN family,
Transformer) had relatively low latencies but models optimized for highly sequential devices (DSCNN family) had poorer latencies.

Based on our understanding of M1 architecture, the Mac M1 CPU does not seem like a good representation of a portable, edge CPU. Thus, we chose not to use it in our experiments.

**Audio Acquisition Time:** For both GPU and CPU, audio acquisition time is minimal. We measured that it was 1.5ms on M1 Mac and 1.0ms on Raspberry Pi. We calculated audio acquisition time as the difference between the time of an utterance of audio and the time when it is received by the device memory. This was done by simultaneously starting a stopwatch and a recording, observing the time of an utterance on the stopwatch, and then comparing this time to the time when the utterance was recorded.

### A.6 Other Models

We also trained and tested MnasNet and DenseNet models. Since DenseNet is not an efficient architecture and MnasNet was optimized for object detection, they are not the focus of our main investigation, but we include their experimental results here.
### Table A.2: Analysis of Specific Layer Classes

**Average Latency**: Latencies of individual layers were averaged within their layer category for each trial, in milliseconds (ms)

**PAR (Percentage of Aggregate Runtime)**: Measures the percentage of a model’s total runtime spent computing layers in a specific category across trials. Percentages for categories taking up the most relative computation time are bolded

**Average FLOPS**: Measures the average floating point operations per second across all trials for a layer class

Conv: Convolution layers; BN: Batch normalization layers

**Note**: If a model does not have the layer in a row, it is filled with “-”. 0 FLOPS indicates an existing layer has no FLOPS.

<table>
<thead>
<tr>
<th>Model (#Param)</th>
<th>VGG19_bn (38.9M) [Ryb+20]</th>
<th>DSCNN (2.23M) [Ryb+20]</th>
<th>EfficientNet_b1 (0.36M) [TL19]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Avg Latency</strong></td>
<td><strong>AvgFLOPS</strong></td>
<td><strong>PAR (%)</strong></td>
</tr>
<tr>
<td>Conv</td>
<td>0.369</td>
<td>12.938</td>
<td>3.90E+07</td>
</tr>
<tr>
<td>BN</td>
<td>0.334</td>
<td>3.656</td>
<td>1.39E+05</td>
</tr>
<tr>
<td>ReLU</td>
<td>0.136</td>
<td>0.342</td>
<td>0</td>
</tr>
<tr>
<td>SiLU</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MaxPool</td>
<td>0.235</td>
<td>3.346</td>
<td>7.49</td>
</tr>
<tr>
<td>Linear</td>
<td>0.274</td>
<td>24.691</td>
<td>1.26E+07</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.017</td>
<td>0.084</td>
<td>0</td>
</tr>
<tr>
<td>AvgPool</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model (#Param)</th>
<th>EfficientNet_b7 (0.32M) [TL19]</th>
<th>EfficientNetV2_m (53.5M) [TL21]</th>
<th>EfficientNetV2_xl (207M) [TL21]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Avg Latency</strong></td>
<td><strong>AvgFLOPS</strong></td>
<td><strong>PAR (%)</strong></td>
</tr>
<tr>
<td>Conv</td>
<td>0.240</td>
<td>2.501</td>
<td>7.13E+10</td>
</tr>
<tr>
<td>BN</td>
<td>0.177</td>
<td>1.748</td>
<td>4.26E+03</td>
</tr>
<tr>
<td>ReLU</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SiLU</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MaxPool</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Linear</td>
<td>0.347</td>
<td>0.147</td>
<td>4.94E+05</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.022</td>
<td>0.073</td>
<td>0</td>
</tr>
<tr>
<td>AvgPool</td>
<td>0.103</td>
<td>0.174</td>
<td>9.14E+01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model (#Param)</th>
<th>ResNet (23.5M) [He+16a]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Avg Latency</strong></td>
</tr>
<tr>
<td>Conv</td>
<td>0.383</td>
</tr>
<tr>
<td>BN</td>
<td>0.299</td>
</tr>
<tr>
<td>ReLU</td>
<td>0.156</td>
</tr>
<tr>
<td>SiLU</td>
<td>-</td>
</tr>
<tr>
<td>MaxPool</td>
<td>0.476</td>
</tr>
<tr>
<td>Linear</td>
<td>0.684</td>
</tr>
<tr>
<td>Dropout</td>
<td>-</td>
</tr>
<tr>
<td>AvgPool</td>
<td>0.344</td>
</tr>
<tr>
<td>LayerNorm</td>
<td>-</td>
</tr>
<tr>
<td>GELU</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table A.3: Transformer Layers and Operations

<table>
<thead>
<tr>
<th>Model (#Param)</th>
<th>Transformer (0.60M) [BOC21]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Latency (ms)</td>
</tr>
<tr>
<td></td>
<td>GPU</td>
</tr>
<tr>
<td>Multi-Head Attention</td>
<td>2.631</td>
</tr>
<tr>
<td>Linear</td>
<td>0.432</td>
</tr>
<tr>
<td>LayerNorm</td>
<td>0.566</td>
</tr>
<tr>
<td>GELU</td>
<td>0.134</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.012</td>
</tr>
</tbody>
</table>

### Table A.4: Training Hyperparameters

<table>
<thead>
<tr>
<th>Non-Transformer</th>
<th>Transformer [BOC21]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>64</td>
</tr>
<tr>
<td>Epochs</td>
<td>75</td>
</tr>
<tr>
<td>Warmup Epochs</td>
<td>0</td>
</tr>
<tr>
<td>Weight Decay</td>
<td>0.01</td>
</tr>
<tr>
<td>Optimization</td>
<td>SGD</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Learning Rate Scheduler</td>
<td>Plateau</td>
</tr>
</tbody>
</table>

### Table A.5: Model Latency on Speech Commands Dataset

<table>
<thead>
<tr>
<th>CPU (Mac-M1)</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG19_bn [Ryb+20]</td>
<td>69.5</td>
</tr>
<tr>
<td>DSCNN [Ryb+20]</td>
<td>350.6</td>
</tr>
<tr>
<td>EfficientNet_b1 [TL19]</td>
<td>566.1</td>
</tr>
<tr>
<td>EfficientNet_b7 [TL19]</td>
<td>2562.6</td>
</tr>
<tr>
<td>EfficientNetV2_m [TL21]</td>
<td>1711.3</td>
</tr>
<tr>
<td>EfficientNetV2-xl [TL21]</td>
<td>4401.1</td>
</tr>
<tr>
<td>ResNet50 [He+16a]</td>
<td>54.5</td>
</tr>
<tr>
<td>Transformer [BOC21]</td>
<td>23.8</td>
</tr>
</tbody>
</table>
Table A.6: Additional Model performance on Speech Commands Dataset. F1 scores are scaled to 100.

<table>
<thead>
<tr>
<th>Model (Param)</th>
<th>MnasNet (3.10M) [Tan+19]</th>
<th>DenseNet (25.6M) [Hua+17]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg Latency (ms)</td>
<td>Avg FLOPS</td>
</tr>
<tr>
<td></td>
<td>GPU</td>
<td>CPU</td>
</tr>
<tr>
<td>Conv</td>
<td>0.197</td>
<td>1.160</td>
</tr>
<tr>
<td>BN</td>
<td>0.228</td>
<td>0.943</td>
</tr>
<tr>
<td>ReLU</td>
<td>0.096</td>
<td>0.094</td>
</tr>
<tr>
<td>MaxPool</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Linear</td>
<td>0.294</td>
<td>0.322</td>
</tr>
<tr>
<td>Dropout</td>
<td>0.202</td>
<td>0.473</td>
</tr>
<tr>
<td>AvgPool</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.7: Other Models: Analysis of Specific Layer Classes
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B.1 Proof of Theorem 1

Let’s consider a binary classification task as an example for simplicity. Let \((x_{A,i}, x_{V,i})\) be a point with different prediction results for audio modality \(A\) and video modality \(V\). Assume \(\exists a, b\), such that \(a^T g(x_{A,i}) = -s < 0\) and \(b^T h(x_{V,i}) = t > 0\) where \(s, t > 0\), and the correct label is \(-1\). For the point-wise robustness threshold \(\epsilon_{A,i}\) of this point, where an attack \(\set{\delta_{\epsilon_{A,i}} : ||\delta_{\epsilon_{A,i}}||_p \leq \epsilon_{A,i}}\) changes the prediction label. By definition, we know \(a^T g(x_{A,i} + \delta_{\epsilon_{A,i}}) \geq 0\) and \(a^T g(x_{A,i} + \delta) \leq 0\) for all \(0 \leq \delta \leq \epsilon_{A,i}\). If \(s < t\), then the fused network predicted the wrong label even without any noise.

\[
f(x_{A,i}, x_{V,i}) = (a, b)^T (g(x_{A,i}) \oplus h(x_{V,i}))
\]

\[
= a^T g(x_{A,i}) + b^T h(x_{V,i})
\]

\[
= -s + t > 0
\]

Otherwise, in the case of \(s \geq t\), by applying Intermediate Value Theorem to \(g(x)\), there exists a point \(0 \leq \delta \leq \epsilon_{A,i}\) such that \(a^T g(x_{A,i} + \delta) = -t/2:\)

\[
f(x_{A,i} + \delta, x_{V,i}) = (a, b)^T (g(x_{A,i} + \delta) \oplus h(x_{V,i}))
\]

\[
= a^T g(x_{A,i} + \delta) + b^T h(x_{V,i})
\]

\[
= -\frac{t}{2} + t > 0
\]

In both cases, we could find a noise \(0 \leq \delta < \epsilon_{A,i}\) within the original unimodal robustness threshold to attack the multimodal network successfully. Vise versa for video. Thus, a unimodal attack can break a multimodal model, which we also empirically verified the existence of such cases in our experiments. (see Table 2 of the main paper).

We postulate that such phenomenon is like the Mcgurk Effect, where multimodal fusion would further distort the already non-convex decision boundary (Figure 1 of the main paper).
main paper), making the fused decision boundary very different than the original ones and unpredictable.
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Appendix Outline:

1. Section C.1 will cover more details about prompt engineering, and the usage of entailment scoring.
2. Section C.2 will cover more details about our model training and hyperparameters
3. Section C.3 offers a further in-depth understanding of our cross-attention mechanism as described in Equation (4) in the main paper, and why it produced the results in Table 4 in the main paper.
4. Section C.4 includes more generation results from our diffusion model.

C.1 More on Prompt Engineering:

C.1.1 Prompting given audio-only weak labels:

Table C.1 shows the few-shot examples we feed Alpaca model with to generate audio captions based on the labels given.

C.1.2 Filter Hallucination and Obtain Visual Captions:

We noticed that many of the single-label audio captions often had hallucinations where there would be extra details added (usually from one of the examples given). One example of this would be “A person is sprinting while a dog is barking and howling.” when only the “run” label was given.

To address this, we created visual captions to help enrich our audio data. Table C.2 shows the specific examples we used to join together the three visual captions that were generated using BLIP2 [Li+23c].
Table C.1: The list of audio labels is preceded by the prompt: "For each of these, summarize the sounds into a single sentence: describe a situation with all of these sounds together:"

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>alarm, burp, inside, small room</td>
<td>burping while an alarm plays inside a small room.</td>
</tr>
<tr>
<td>dog, bark, howl, speech.</td>
<td>a dog barking and howling with a person speaking as well.</td>
</tr>
<tr>
<td>Music, jazz, piano, singing, speaking.</td>
<td>a person plays jazz piano with a singer while people talk.</td>
</tr>
<tr>
<td>engine, vehicle, wind, music, speech.</td>
<td>people talking inside a car while driving and listening to music.</td>
</tr>
<tr>
<td>water, gargle, inside, small room.</td>
<td>air is passing through the water in their mouth in a small room with water.</td>
</tr>
<tr>
<td>scratch, hammer, metal.</td>
<td>hammer striking a metal surface and scratching sounds can be heard.</td>
</tr>
<tr>
<td>thunder, wind, bark, small room.</td>
<td>a dog is barking in a small room during a thunderstorm with audible wind.</td>
</tr>
<tr>
<td>gunshot, vehicle engine, siren, crash.</td>
<td>a car chase with gunfire and sirens where a vehicle crashes.</td>
</tr>
<tr>
<td>waterfall, wind, sizzle, crackle.</td>
<td>a fire is cracking with something sizzling near a waterfall with wind.</td>
</tr>
<tr>
<td>stream, cough, cat, Purr.</td>
<td>a cat purrs near a coughing person while a stream can be heard.</td>
</tr>
</tbody>
</table>

C.1.3 Merging Audio and Visual Captions:

Table C.3 shows the specific examples that were used in the prompt to join our single-label audio class and summarized video captions. These examples help us filter the hallucination generated when creating captions from audio-only weak labels by utilizing visual information.

C.1.4 Audio-visual Entailment Score:

These scores can be used to address the audio-visual false positive issue in which the audio of the video does not match the visual frames presented. These scores also increase human understanding of image-audio-text correlations. We can further utilize these scores to help
More on Prompt Engineering:

<table>
<thead>
<tr>
<th>Prompt</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>a video game with a dragon in the water</td>
<td></td>
</tr>
<tr>
<td>final fantasy xv - the end of an era</td>
<td></td>
</tr>
<tr>
<td>final fantasy x-2 - the end of an era</td>
<td>The end of an era awaits in Final Fantasy XV and X-2.</td>
</tr>
<tr>
<td>a person is using a printer to print out a document</td>
<td></td>
</tr>
<tr>
<td>a white cash register with a keyboard and a keypad</td>
<td></td>
</tr>
<tr>
<td>a person is holding a small piece of plastic on a plane</td>
<td>a person using a piece of plastic to make a purchase at a cash register.</td>
</tr>
<tr>
<td>a man with a beard sitting on a bed</td>
<td></td>
</tr>
<tr>
<td>a man in a cowboy hat is playing an acoustic guitar</td>
<td></td>
</tr>
<tr>
<td>a man standing in the desert holding an acoustic guitar</td>
<td>A man in a cowboy hat is playing a guitar and strumming away in the desert.</td>
</tr>
</tbody>
</table>

Table C.2: Few-shot merging visual caption examples. Each set of captions is preceded by this prompt: "Create one sentence that summarizes these three simply:"

perform caption filtering, gating based on the entailment score between the audio and visual concepts demonstrated within each video.

**Entailment scoring with Alpaca, T5, and BERT:**

We conducted entailment scoring using Alpaca[Tao+23], T5[Raf+20], and BERT[Dev+19] on the balanced set of AudioSet[Gem+17b]. This allowed us to compare the results of the three methods and how they would consider entailment differently. Since Alpaca[Tao+23] is a decoder-only model, we noticed that the entailment scoring was not always reliable, scoring differently on additional runs. This is due to its auto-regressive nature, which is highly dependent on its context. To stabilize the scoring, we employ few-shot examples (in Table C.4, Table C.5) to better utilize the in-context learning ability of Alpaca. When conducting entailment scoring for audios that only had one label, we utilized the AudioSet ontology description [Gem+17b] and label due to the hallucination in the default audio captions.

Despite using these examples, we still noticed that Alpaca would sometimes output “incorrect” scores, e.g. given the following pairing: (“A background of traditional Indian music with lyrics from a bhangra song playing in the foreground.”, “A bright star is twinkling in the night sky, shining amidst the dark velvety backdrop.”) a score of 0.9 or (“A person
<table>
<thead>
<tr>
<th>Prompt</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>man in a cowboy hat is throwing a rope while standing on a green field.</td>
<td>An audio scene emphasizing the sharp sound of a whip, set against a visual backdrop of a man in a cowboy hat throwing a whip on a green field.</td>
</tr>
<tr>
<td>a man eating a cupcake at a table</td>
<td>An audio scene centered around the subtle ticking sound, with a backdrop of a man enjoying a cupcake at a table.</td>
</tr>
<tr>
<td>a person using a piece of plastic to make a purchase.</td>
<td>An audio scene capturing the distinctive sound of a cash register, accompanying the moment when a person uses a piece of plastic to make a purchase.</td>
</tr>
<tr>
<td>a man brushing his teeth</td>
<td>a man cleans his teeth with a toothbrush’s audible scrubbing.</td>
</tr>
<tr>
<td>man standing in the desert holding an acoustic guitar</td>
<td>An audio scene focused on the Country genre, featuring a man standing in the desert holding an acoustic guitar.</td>
</tr>
</tbody>
</table>

Table C.3: Caption-label pair is preceded by the following prompt: "Summarize these two captions conditioned on the second caption, the second caption describes an audio class and is the main concept:"

*dribbling a basketball, slamming it on the ground, and speaking.*, “A man in a purple shirt is playing basketball, a man in a red shirt is playing soccer.”) a score of 0.1. These cases are very counter-intuitive for humans to explain.

On the other hand, we noticed that encoder-decoder models (we only use the encoder) such as T5 [Raf+20] and BERT[Dev+19] scoring tended to score some single-label (ontology-based) captions lower than an alpaca-generated caption that had less which audio-visual
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<table>
<thead>
<tr>
<th>Prompt</th>
<th>Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>a man in a cowboy hat is throwing a rope while standing on a green field.</td>
<td>0.85</td>
</tr>
<tr>
<td>Whip: The sound of whipping, i.e., the greatly accelerated motion of the tip of a flexible structure, as the result of concentrated angular momentum.</td>
<td></td>
</tr>
<tr>
<td>a man eating a cupcake at a table</td>
<td>0.00</td>
</tr>
<tr>
<td>Tick: A metallic tapping sound.</td>
<td></td>
</tr>
<tr>
<td>a person using a piece of plastic to make a purchase.</td>
<td>0.45</td>
</tr>
<tr>
<td>Cash register: Sounds of a mechanical or electronic device for registering and calculating transactions, usually attached to a drawer for storing cash.</td>
<td></td>
</tr>
<tr>
<td>a man brushing his teeth</td>
<td>1.00</td>
</tr>
<tr>
<td>Toothbrush: Sound of an instrument used to clean the teeth and gums consisting of a head of tightly clustered bristles mounted on a handle.</td>
<td></td>
</tr>
<tr>
<td>man standing in the desert holding an acoustic guitar</td>
<td>0.90</td>
</tr>
<tr>
<td>Country: A genre of United States popular music with origins in folk, Blues and Western music, often consisting of ballads and dance tunes with generally simple forms and harmonies accompanied by mostly string instruments such as banjos, electric and acoustic guitars, dobros, and fiddles as well as harmonicas.</td>
<td></td>
</tr>
</tbody>
</table>

Table C.4: The caption-label pair is preceded by the following prompt: "on a scale from 0 to 1, output the probability that the first caption describes a scenario with the second caption’s sound description:"

correspondence. For example, when the caption pairing was (“An ice cream truck outside a small room, playing music.”, “An old digital audio box sits proudly on a table, displaying its unique blue and white design.”), T5 gave it a score of 0.81 whereas when the pairing was (“Fire: Sounds resulting from the rapid oxidation of a material in the exothermic chemical process of combustion, releasing heat, light, and various reaction products.”, “Firefighters are putting out a blazing fire in a building.”), T5 only gave it a score of 0.80 despite the two captions being much closer in meaning.

Although there were some discrepancies when analyzing these scores, we still found that overall, T5 scoring seemed to be more consistent with the actual content of the captions. The different score distributions for the three metrics utilized on the balanced set can be found here (Figure C.1a, Figure C.1b, Figure C.1c).

These distributions reinforce how T5 had a generally higher score range whereas BERT had scores in a lower range (even below 0) as compared to Alpaca. It also shows how
<table>
<thead>
<tr>
<th>Prompt</th>
<th>Response</th>
</tr>
</thead>
</table>
| two young men wearing red and white shirts  
A person is speaking while there is a loud gush of air. | 0.10 |
| goat grazing on grass in the mountains  
A goat making music and someone speaking as well. | 0.75 |
| a young boy is riding a skateboard down a sidewalk  
A male is singing and a child is singing along to the same music. | 0.05 |
| a person is holding a gun with a glove on it  
Gunfire and cap gun. | 0.80 |
| a screenshot of a game with three people in red and blue outfits  
Gunfire and cap gun. | 0.00 |
| a person playing a ukulele with their hands  
There is background music with a mandolin being played. | 0.70 |
| a man in a green shirt is talking to the camera  
A cat meowing and a person speaking. | 0.50 |
| a person holding a snake in front of a door  
A snake hissing. | 0.60 |

Table C.5: The caption pair is preceded by the following prompt: "on a scale from 0 to 1, output the probability that the first caption describes a scenario with the second caption’s sound description:"

T5 and BERT had similarly shaped distributions whereas Alpaca tended to spread a bit more evenly across the spectrum (with peaks at different points in the score distribution). The result of the 3 different types of scoring on the balanced set can be found on our open-source page\(^1\). We have also utilized T5 scoring on the unbalanced set for AudioSet which will also be made available.
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(a) Alpaca-generated entailment score distribution for balanced set
(b) T5-generated entailment score distribution for balanced set
(c) BERT-generated entailment score distribution for balanced set

Figure C.1: Comparison of entailment score distributions for different models on AudioSet [Gem+17b] balanced set.

Effect of Audio-visual Entailment Scores

To test the effectiveness of our entailment score, we employ a similar audio-visual classification pipeline as described in [Li+22b], which is illustrated in Figure C.2. Our audio encoder is the same AST/DeiT model [GCG21a] used in the main paper. The video is encoded by a pre-trained R2+1D [Tra+18] model. The naive fusion is pure concatenation. We plug in our entailment scores in the attention mechanism by discounting the attention score for the video portion. Specifically, $c_t = \sum_{i=1}^{T} \alpha_{ti} h_i$ the corresponding embedding indexes’ attention score gets discounted by the entailment score. The result is shown in Table C.6. Although our best score still lags behind the best SoTA model on AudioSet, the

\[\text{https://audiojourney.github.io/}\]
point is our improvement over naive fusion shows all three types of entailment scores outperform the naive version of fusion.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>PT</th>
<th>AS-20k (mAP)</th>
<th>AS-2M (mAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>A</td>
<td>V</td>
</tr>
<tr>
<td>Naive Fusion</td>
<td>DeiT-B/R2+1D IN+KI-SL</td>
<td>34.6±.20</td>
<td>18.1±.09</td>
<td>37.4±.18</td>
</tr>
<tr>
<td>Alpaca score Fusion</td>
<td>DeiT-B/R2+1D IN+KI-SL</td>
<td>34.6±.20</td>
<td>18.1±.09</td>
<td>38.4±.14</td>
</tr>
<tr>
<td>T5 score Fusion</td>
<td>DeiT-B/R2+1D IN+KI-SL</td>
<td>34.6±.20</td>
<td>18.1±.09</td>
<td>39.1±.10</td>
</tr>
<tr>
<td>BERT score Fusion</td>
<td>DeiT-B/R2+1D IN+KI-SL</td>
<td>34.6±.20</td>
<td>18.1±.09</td>
<td>38.7±.15</td>
</tr>
</tbody>
</table>

Table C.6: Metrics are mAP for AS. For pre-training (PT) dataset, AS:AudioSet, KI:Kinetics (for R2+1D[Tra+18]), and IN:ImageNet. SSL: self-supervised learning, SL: supervised learning; We gray-out baselines. Best single models in AS-2M are compared (no ensembles).

C.1.5 More Details about Caption Generation:

**Similarity Score (Table 2 of main paper)** We recruited 5 human subjects to evaluate 500 samples and report their average ratings for zero-shot, one-shot, and few-shot and A-V Merge captions and WavCaps [Mei+23] generated results in Table 2 of the main paper. When evaluating our captions, we ask the human subject to provide a similarity score between the generated captions and the AudioCaps[Kim+19] ground truth, ranging from 0-1. In the cases of ambiguous samples or when AudioCaps[Kim+19] labels are not reliable, we also provide the original youtube links to the evaluators and ask them to use the *audio content* as the ground truth.

**Key Statistics Comparison:** To further compare the different caption sets, we analyzed the vocabularies of AudioCaps [Kim+19] versus the WavCaps [Mei+23] and captions our system generated from the same clips. By observing the top 20 words (Figure C.5, Figure C.3, Figure C.4), we can see that AudioCaps and WavCaps have many similarities with 14 of the top 20 words being identical. These similarities help support the closeness of vocabulary between the two sets (resulting in high automatic metrics), meanwhile reducing the diversity and generalizability of the captions. We also noticed that the top 20 words of our audio-video merged captions contain the term ‘audio scene’ which reflects the examples we used when prompting Alpaca. This shows a clear path that we could inject...
our own inductive bias into any future LLM-based dataset augmentations. In addition to

![Top 20 words from the vocabulary of the AudioCaps samples (not including stop words)](image)

Figure C.3: Top 20 words from the vocabulary of the AudioCaps samples (not including stop words)

the vocabulary size difference, we also noticed a key difference in the length of captions generated through our system versus those of AudioCaps or WavCaps. The minimum caption length for all three main types of captions was all 3. The maximum caption differed a lot, with the AudioCaps [Kim+19] samples having a maximum of 31, WavCaps [Mei+23] samples having a maximum of 25, and our audio-video merged captions having a maximum 45. Additionally, the average length of AudioCaps is 10.49, for WavCaps is 6.89, and for our audio-video merge was 17.07. This demonstrates a drastic increase in length and thus richness of the captions generated by our LLM-based audio-video merging methods. We see that the WavCaps [Mei+23] captions are generally the shortest which suggests a lack of variation in structure when generating captions.

Some key examples of where utilizing audio-video merged captions benefited our model over WavCaps[Mei+23] are included in Table C.7. We see that in these examples, our captions utilized details such as the flag or the caption on the video to determine what exactly the sound was, adding key details that weren’t apparent in the WavCaps captions. These also demonstrate how simple WavCaps captions are overall.

Overall, we believe this is a very promising paradigm to augment the existing audio dataset. In the future, if we could leverage high-performance classifiers to auto-label audio from the wild or to fine-tune the LLM to plug into the Automatic Audio Captioning system, it would be a clear pathway to scale up audio training datasets.
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Figure C.4: Top 20 words from the vocabulary of the WavCaps samples (not including stop words)

C.2 Training Details

C.2.1 Implementation

We fine-tuned our models from models available on HuggingFace Diffuser Library, specifically their v1.4 model [Rom+22]. While we initialized our model from the Stable Diffusion checkpoint, the model, training code, and larger pipeline have been heavily modified to fit our purposes. Most notably, we had to make changes to work with non-HuggingFace models, such as the Encodec model [Déf+22], along with changes to the U-Net to adapt to wide-channel inputs. All data for models other than ours in Table C.8 was copied from their respective papers training details as they do not provide training code as of the time of writing, only AudioLDM [Liu+23] has public code for loading checkpoints.

For our training, we exclusively trained on individual machines with eight A100 GPUs. We chose most hyperparameters following [Rom+22], with variations to fit our hardware and model. We could use significantly larger batch sizes due to the extremely high compression from the Encodec [Déf+22] model’s discrete codebook; we lowered our memory overhead by 56.5% per sample. Pre-computing the codebook codes made these
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Figure C.5: Top 20 words from the vocabulary of our audio-video merged samples (not including stop words)

gains possible by allowing larger batches and faster training. As Table 4 of the main paper described, we trained multiple models, varying the text encoder with all other parameters and stages remaining the same. However, as will be described in Section C.3, the T5 models required an additional linear projection layer from the length 1028 T5 encoding to the expected 786 input dimension for cross-attention. This extra layer adds parameters to the model and would affect training, but the added parameters are negligible compared to the size of the U-Net. Due to our A100 GPUs are the 40GB version, without model parallel, we could not afford to unfreeze and fine-tune the text encoder together with training the UNet.

C.2.2 Encodec Latent Embedding Space

Figure C.6 displays the Encodec [Déf+22] pipeline through the quantization stage. Perceptually the reconstruction is excellent with a subjective evaluation (MUSHRA score) of 88.0\(^2\). This figure does not show the entire end-to-end process raw audio to generate raw-audio, as we do not use them in training our model. We initially trained our model on the intermediate discrete stage (RVQ codebook). However, this proved difficult due to the discrete nature of this latent space. While we could easily have trained the model on the pre-quantization latent, this would not have allowed us to leverage the compressed quantized representations as this would have required reading wav files from disk. We

\(^2\)https://en.wikipedia.org/wiki/MUSHRA
C.2.3 Training Instability from Frozen Blocks

One warning from the [Rom+22] paper for fine-tuning their models is catastrophic forgetting. While we faced this issue when training our CLAP models, it did not noticeably affect the training of our T5 models. Our U-Net consists of a few major components: a conv_in block, down blocks, a mid-block, up blocks, and a conv_out block. During experimentation, we attempted to accelerate training and conserve the pre-trained weights of Stable Diffusion-1-4 by freezing the weights of all blocks other than conv_in and conv_out for 5,000 training steps. This method proved inferior to simply allowing the entire pipeline to learn together in final loss value and training stability. Figure C.8 shows an example training loss graph for one of the aforementioned experiments, clearly displaying the high degree of instability that emerged after the blocks were unfrozen. This instability alone would not be a reason to abandon this technique; however, the more troubling trend was the loss values plateauing around 0.4 compared to 0.19 in our best models.
### Table C.8: All "-" values are either unknown or not applicable to the given model. All values are from respective papers and appendices sections on training. Inv Sqrt = Inversed Square root; Sc-Linear = Scaled Linear; CosDecay = Cosine with Decay. For normalization we include a "-" if the values are unknown, channel for our per-channel normalization, or $(\mu, \sigma)$ for the dataset.
Figure C.6: Encoder-decoder pair not included in the figure. The codebook stage is cropped in the figure to improve visibility.

Figure C.7: Comparing this to other examples, such as Figure C.6 clearly shows the lack of quality from frozen models.
Figure C.8: This model started with all layers other than conv_in and conv_out frozen, then unfroze these blocks after 5,000 training steps.
C.3 Cross Attention Mechanism

In Table 4 of our main paper, we observed our AudioJourney-CLAP models generally underperform AudioJourney-T5 models, we believe there could be 2 main reasons:
1) CLAP [Wu*+23] was trained on 660k samples, which is way smaller dataset than what T5 [Raf+20] was trained on. Although the CLAP text encoder demonstrated good performance on audio embedding [Wu*+23], T5 may be superior in a general setting.
2) Since CLAP [Wu*+23] output matches with $d$, we did not adapt its last layer. Using a frozen encoder would solely depend on the $W_q, W_k, W_v$ to learn the mapping, which might be suboptimal.

Cross-Attention($Q, K, V$) = softmax($\frac{QK^T}{\sqrt{d}}$) $\cdot$ $V$

where $Q = W_Q^{(i)} \cdot \varphi_i(z_i), K = W_K^{(i)} \cdot \tau_0(y), V = W_V^{(i)} \cdot \tau_0(y)$

and $W_Q^{(i)} \in \mathbb{R}^{d_q \times d_i}, W_K^{(i)} \in \mathbb{R}^{d_k \times d_i}, W_V^{(i)} \in \mathbb{R}^{d_v \times d_i}, \varphi_i(z_i) \in \mathbb{R}^{n \times d_i}, \tau_0(y) \in \mathbb{R}^{m \times d_r}$

in our case: $d_r = 1024, d_v = 768, d_k = d_q = d = 768$ (initialized from Stable Diffusion [Rom+22] weights),

$d_i^c$ is the $i^{th}$ layer of Unet $\varphi_i$’s output size

(main paper equation (4))
A surprising result in Table 4 of our main paper is that the masked model performed worse than the unmasked model. This is counter-intuitive, given that attention masking is a common mechanism used to handle variable-length inputs. Figure C.9 explains how masking negatively affects cross-attention in the U-Net. As is illustrated, the white part of the text embedding $\tau_0(y)$ indicates the masked-out content because the max sequence length is larger than the number of audio caption tokens. Toward the end, you can see if we pass this mask to the U-Net, this would result in a low-rank dot-product of the attention score $A$ and the $V$ tensor, which result in a low-ranked $Z$. In an extreme case of when the token length is 1, this is reduced to a rank-1 vector dot product of column by row. We believe this low-ranked representation of $Z$ is suboptimal to the full-ranked version when unmasked.

Therefore, to compensate for the above issue, we reduce our max token length to 50, and use the unmasked versions in our best-performing recipe.

C.4 Additional Samples and Demos

For the overall listening experience, we put our listening samples and spectrogram visualizations to our anonymous website: https://audiojourney.github.io/ and the code and implementations are at: https://github.com/audiojourney/audiojourney.github.io

Our Audio-journey models could serve as the base model similar to Stabel Diffusion [Rom+22] in vision, and it would allow a separate smaller network to learn new concepts from the new dataset (ControlNet) [ZA23], and would also allow finetuning through low-rank approximation like Dreambooth [Rui+22].
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